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Acoustic sensors have been widely used in time-of-flight ranging systems since they are inexpensive
and convenient to use. One of the most important limitations of these sensors is their low angular
resolution. To improve the angular resolution and the accuracy, a novel, flexible, and adaptive
three-dimensional3-D) multi-sensor sonar system is described for estimating the radius of
curvature and location of cylindrical and spherical targets. Point, line, and planar targets are
included as limiting cases which are important for the characterization of typical environments.
Sensitivity analysis of the curvature estimate with respect to measurement errors and certain system
parameters is provided. The analysis and the simulations are verified by experiments in 2-D with
specularly reflecting cylindrical and planar targets, using a real sonar system. Typical accuracies in
range and azimuth are 0.18 mm and 0.1°, respectively. Accuracy of the curvature estimation
depends on the target type and system parameters such as transducer separation and operating range.
The adaptive configuration brings an improvement varying between 35% and 45% in the accuracy
of the curvature estimate. The presented results are useful for target differentiation and tracking
applications. ©1999 Acoustical Society of Amerid&0001-496809)03904-1

PACS numbers: 43.58e, 43.28.Tc, 43.60.Qv, 43.35.YBLE]

INTRODUCTION capable of tracking and producing continuous range informa-
tion from a passive targétin Ref. 8, an approach is de-
Ultrasonic transducers are a convenient and inexpensivecribed to the construction of 3-D stochastic models for in-
means for intelligent systems to build models of their envi-telligent systems exploring the underwater environment. In
ronment. However, these sensors are limited by their widRef. 9, the minimum amount of information and actuation
beamwidth which makes accurate localization of targets difneeded to track a ball in 3-D has been determined and imple-
ficult. To increase the localization accuracy, an adaptive sermented using qualitative methods. Hong and Kleeman have
sor configuration composed of multiple ultrasonic transducinvestigated the geometry of 3-D corner cubes using a low-
ers is proposed that is capable of estimating the radius afample rate equilateral triangular sonar configuratfon.
curvature and location of spheres, cylinders, point, line, anileeman and Akbarally have classified and discriminated the
planar targets. Consequently, these basic types of reflectorarget primitives commonly occurring in 3-D spacePere-
can be differentiated. manset al'? and Sabatir'!*both have investigated curved
Target localization has been extensively studied in earreflectors using linear array configurations. In Ref. 15, an
lier work. In Ref. 1, time-delay estimation for active/passiveanalytical approach to surface curvature extraction is de-
localization in underwater sonar is reviewed with referencescribed which employs ultrasonic echo trajectories and dif-
to benchmark work. In particular, ocean effects which re-ferential geometry. In Refs. 16 and 17, binaural sonar infor-
quire sonar adaptation are considered. Adaptive sonar arraysation is fused for accurate object recognition using a
have been also used by other researchers to add flexibility toystem which adaptively changes its position and configura-
their systemg. Coherent and incoherent processing tech-ion in response to the echoes it detects. Curvature estimation
nigues of time-delay estimation have been addressed in Refsas been also important in image analysis to provide
3, 4. Active, wide-band detection and localization of targetsviewpoint-independent cues for shape classificatfon.
in a dense and uncertain multipath environment has been Some sonar systems attempt to emulate the remarkable
considered in Ref. 5. The review article in Ref. 6 considergperception and pattern recognition capabilities of bats and
numerical schemes for accurate processing of informatiodolphins in extracting detailed information about their envi-
from both active and passive acoustic arrays. ronments from acoustic echo returiis?! Artificial neural
Sonar sensing has many applications for intelligent sysnetworks have been widely used for this purpose, to process
tems operating in three-dimensioné-D) environments, time and/or frequency representations of sonar echo signals.
such as airborne or underwater robots. Several researchefsr example, one application is in the classification of sonar
have investigated the limitations of sonar for 3-D target recteturns from undersea targets where the targets may be made
ognition, discrimination, and tracking: Self-contained navi-of different materials, have different shape, buried in mud or
gation systems have been devised for underwater vehiclesediment, or exist in the presence of other reflectors in the
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environment!~2%In Ref. 24, cylinder-wall thicknesses dis- is given here, in fact, the pattern is rotationally symmetric
criminating capability of artificial neural networks is com- about the line-of-sight.
pared to that of dolphins. In Ref. 25, artificial neural net- The half beamwidth anglexy in the far-field corre-
works are applied to classifying underwater active sonasponds to the first zero of the Bessel function in ED.
returns with different numbers of peaks. Another system camvhich occurs akasinay,=1.22r, resulting in®!
recognize 3-D cubes and tetrahedrons, independent of their

. ) . ) 0.6\
orientation with the help of neural network. ap=sin"!

Acoustic imaging of extended targets by means of E

synthetic-aperture sonar has been considered in Ref. 2@here\=c/f, is the wavelength f(, is the resonance fre-
where echoes from spherical and cylindrical targets laicjuency of the transduceand a is the transducer aperture
down on a seabed are processed together with random echgius.

oes from the sea bottom. In Ref. 27, Stergiopoulos reviews Since a range of frequencies arou‘hﬂare transmitted,

the implementation of adaptive synthetic-aperture processinghe corresponding beam patterns are superposed and the re-
schemes in integrated active—passive sonar systems. sulting pattern can be approximated by a Gaussian function

In this paper, an adaptive sonar configuration is used fogentered at zero with standard deviatiop= a/2:
radius of curvature estimation and localization of targets.

When the reflection point of the target is not along the line- = _Pmadmin 2502 ¢ 3)
of-sight of the transducer, the amplitude of the reflected sig- ' ~“ mn

z
nal is smaller, which decreases the S|gnal-t9-n0|se ratio  eor g rigid cylindrical target of infinite height at range
(SNR) and worsens the accuracy. To reduce this effect, th%nd making an angler with the line-of-sight of the trans-
transducers are rotated toward the target to obtain MOT& cer. the received time signal can be modeledy:
nearly accurate estimates.

The organization of the paper is as follows: In Sec. |, AmaZi2 0 2, 2
background information on acoustic reflection and signal  Sza(t)=pc——y, —€ ¢77a e~ [Tl A%
models of sonar sensors is reviewed and motivation for the z
adaptive configuration is provided. Methods for time-of- Xsin2wfo(t—tg)] for z=zq,, 4
flight estimation are discussed in Sec. Il. In Sec. Ill, the . _ - _ .
geometry of reflection from spherical targets is consideredvheref_’C is the reflection co_efﬁment V\./h'Ch Increases W.'th
and analyzed for radius of curvature estimation. The impor:[he rad_|us of cgrvatur%“,Amax is the maximum signal amph—_
tant limiting cases of point and planar targets are highlightedt.Ude’Z IS th.e d'Sta'.‘CG bet\/\_/een the _transdu_cer aqd the object
Sensitivity analysis of curvature estimation is provided withSurface.to is the time-of-flight, At is the time difference

respect to measurement errors and variations in some of trpeetween the center of the Gaussian window &ndand o

system parameters in Sec. IV. Section V presents the simu- Lit,. Basically, the. recelveq signal envelope ha_s been
odeled as a Gaussian function centeredqyatAt, with

lation results. A detailed description of the sensing devicd"© . 2 33
used in this study is provided in Sec. VIA. Experimental suitably chosen variancey.™ More generally, the model
results which verify the analysis and the simulations are pre- s, () =k(z)e” 1o’ o [t-(to+Atg)] 207

sented in Sec. VIB. Section VII briefly discusses the use of '

the method for target differentiation. Finally, conclusions are xXsin2mfo(t—to)] for z=zy, )
drawn and directions for future work are motivated.

: 2

is capable of representing observed signals for a wide variety
of target types and locations in the far zotieHere, k(z)
incorporatesA,,, and p., and is inversely proportional to
I. ACOUSTIC REFLECTION AND SIGNAL MODELS some power of the rangedepending on target typ&.The
inclination anglea from the line-of-sight is related to the
The characteristics of the radiation pattern of an acousti@arget azimuth and elevation anglésand ¢ by the relation
transducer are different in the near-fidlokr Fresnel region a=cos Y(cosfcosd).
and the far-fieldor Fraunhofer region® In this study, as- With a single stationary transducer, it is not possible to
suming all targets of interest are located in the far field, thesgtimate the angular position of the targét¢) with better
far-field model of a piston-type transducer having a circularesolution than the angular resolution of the transducer
aperture is usetf For asingle frequency of excitation, the which is approximately @,. When a range reading is re-
far-field characteristics at rangeand angular deviatiom:  cejyed, all that is known is that the object lies somewhere on

from the line-of-sight are described By" a spherical cap subtending a cone of half angjend radius
PraZmin J1(Kasina) z, centered at the transducer. This is illustrated in Fig. 1 in
za= Kasina for z=zn, (1) 2-D for the transducer in the middle. To improve the angular

resolution, the present system employs multiple identical
where J,(.) is the Bessel function of the first order of the acoustic transducers with center-to-center separati@fig.
first kind andp,ax is the propagation pressure amplitude onl). Each transducer can operate both as transmitter and as
the beam axis at range,, along the line-of-sightz,,;,  receiver and detect echo signals reflected from targets within
=a?/\ is the distance at which the far-zone characteristicsts sensitivity region All members of the sensor configura-
begin. Although the 2-D cross-section of the characteristicsion can detect targets located within goént sensitivity re-
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FIG. 3. Envelope of the sonar echo and time-of-flight estimation by thresh-

FIG. 1. Minimum distance at which a target is detectable by all three trans-()ld'r|g and curve-fitting. Inset: Typical real sonar waveform.

ducers is approximatefy(d—a)/tanag] + (a?/\). This corresponds to the
distance between the central transducer and the start of the joint sensitivity

region. threshold levelr back at the receiver. Herg; is the time-
of-flight estimate of the echo signal amdis the speed of
gion, which is the overlap of the individual sensitivity re- sound in air. ¢=331.4/T/273 m/s, wherd is the absolute
gions, as shown in Fig. 1. The extent of this region istemperature in Kelvin. At room temperatures 343.3 m/s).
different for different targets WhiCh, in general, exhibit dif- An alternative to Simp|e thresh0|ding is tbar\/e-fitting
ferent reflection properties. For example, for edgelike ormethod which is based on fitting a parabola to the onset of
pOleIike tal’gets, this region is much smaller but of Similarthe sonar echo in order to reduce the bias on the time-of-
shape, and for planes, it is more extended. flight estimaté>®(Fig. 3). In this method, the estimate tj,
When the object is not located along the line-of-sight ofjnitially obtained by simple thresholding, is further improved
the transducefi.e., «#0°), there is an exponential decline by using Levenberg—Marguardt nonlinear least-squares
in the amplitude that decreases the SNR). (4)]. Hence,  optimization®’
information provided by sonar sensors is most reliable when  Recently, a consolidated comparison of simple thresh-
the object lies along the line-of-sight of the transducer. Like-o|ding, curve-fitting several variations of the sliding-window
wise, at nearby ranges, due to thig) term inversely vary- ysed in radar, and cross correlation methods has been pro-
ing with zin Eq. (5), more nearly accurate readings are pro-yided in terms of their bias, variance, and processing fifne.
vided. Therefore, the transducers are rotated around the‘]l'he first three methods are much simp|er and faster, while
centers to align the line-of-sight with the object as shown inoffering a variety of attractive compromises between accu-

Fig. 2 in 2-D. racy and system complexity. For instance, curve-fitting im-
proves the bias of the time-of-flight estimate but the variance
IIl. TIME-OF-FLIGHT ESTIMATION is comparable and the implementation requires more effort

The most commonly used sonar ranging systems argompared to thresholding.
based on time-of-flight measurements. In thresholding time-  When operated in the pulse-echo mdtiehe transduc-
of-flight systems, an echo is produced when a transmitte§"S Offer complete flexibility in the firing sequence and tim-
pulse encounters an object and a range readingt,/2 is N9 at which the individual transducers can be fired. In the

produced when the echo amplitude first exceeds a presgfing pattern used here, each transducer registers only the
echo of the signal transmitted by itself. Assuming the target

is stationary, the firing is done sequentially to avoid crosstalk
between the transducers. This is geometrically simpler to
analyze as compared to firing patterns where the transducers
simultaneously detect signals transmitted by each other. Af-
ter each transmission, the detected waveform is recorded and
thresholded to obtain a round-trip time-of-flight estimate.

lll. TARGET REFLECTION GEOMETRY

In the following analysis, a stationary spherical target of
FIG. 2. The spherical object and the initiflat) and adaptedrotateq ~ @diusR is assumed to be present at spherical coordinates
sensor configurations illustrated in 2-D. (r,6,9).
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A. Spherical target with radius R SPHERICAL
TARGET

According to the firing pattern described in the previous
section, the geometry of Fig. 2 |nd|ca_1tes that the noisy dis- PLANAR
tance measurements at the surrounding transducers are: TARGET
(R = o0)

-~ Ctp
Zg=—=r—R+ng,

-~ Ct,

z,=—=\r’+d’-2dr cos¢ sind—R+n,,
~ C’f| 5 5 -
z,=7=\/r +d%+2drcos¢sind—R+n;, (6)
.~ Ct, i FIG. 4. The indeterminacy of curvature with only two measurements. The
Z,;=—F7 = \/r2+ d?—2dr sing—R+n,, unknown target can have any curvature from zero to infinity.
u 2 u
~ C’id - i ZO-
Zg=—=\r’+d?*+2drsing—R+ng, -
2 Zr
SR . . m2| 2
where ty, t,, t;, t,, ty are the time-of-flight measure- Rk
ments at the middle, right, left, up, and down transducers, Qu
respectivelyhg, n,, n;, n,, ng are spatially and tempo- -
rally uncorrelated zero-mean Gaussian noise. Each measure- L Zdd
ment confines the possible target locations to a spherical cap - r—R - 9

defined by the intersection of the sensitivity region and a — i
sphere centered at the corresponding transd(iigr 1). At Jr¥+d*-—2drcos¢sing—R
least three measurements are necessary to identify the curva- 2(r,0,¢,R)2 Jr2+d?+2dr cos¢ sind—R
ture of the target both in 2-D and 3-D. This is illustrated in JZr@=2drsing—R
Figs. 4 and 5.
In Ref. 12, it has been shown that for the Polaroid trans- | Jr’+d?+2drsing—R
ducer, the noise correlation coefficient is negligible since Ther, 6, ¢, andR values maximizing Eq(8) are the

most of the noise on t_he range mea_sureme_nt§ IS dommat?ﬂaximum likelihood estimates which can be found by solv-
by the thermal noise in the electronics. This is the reason

why ng, n,, n;, n,, andng can be modeled as uncorrelated ing m=2(r.6,¢,R) for R, r, 6, and ¢:

Qa_ussian noise. Thergfore, the error correlation métrand . (P24 d?) (BB -2B+dd)
its inverse are approximated as diagonal: R= — — = ~ — , (10
4z0—2(2,+2) 479—2(2y+2y)
I -
T, 000 0 P=20+R, (11)
0 oo 0O 0 O e e s e
' ) e sin 1 (2)—2,)(z+7,+2R)
— =sin — — |,
C= 0 0 o 0 0y @ V1602(25+ R)2— (29— 20) X2+ 2,+ 2R)?
0O 0 0 o O (12)
) e .
0O 0 O o0 o N 24— 2,)(z4+t2,+ 2R
_ o Bosint (24 u)(Ad “y ) 13)
4d(zp+R)

and the conditional probability density function of the mea-

surement vectom is: To localize the center of a target with finite radius, one needs

three measurements in 2-D and five in 3-D as evident from

p(m|r,0,6,R) the above expressions for the polar coordinates of the target.
1 1 . , -
— - T-1 B. Point target: The limit R—0
271C| exp[ 2[m z(r,0,6,R)]'C

In the limit R— 0, a point target is obtained. Point-target

. localization in 2-D has been considered in Ref. 40 and two
x[m—z(r,&,d;,R)]), ®  methods of estimating the location have been presented us-
ing a linear array of transducers. The equations in 3-D de-
where the vectorsn andz(r, 4,R) are defined as: rived above for finiteR become simpler in the limiR—0:
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POINT TARGET

SPHERICAL

PLANAR TARGET

SPHERE SPHERE

e

Characterizing the point-target response of a sensor is
important not only for its application to point or edgelike
targets, but also to assess its performance on extended tar-
gets. There are different approaches for modeling extended
targetst24142|f the approach is one of hypothesis testing or
one of parameterizing the extended target, then sensor per-
formance may not be easily related to its point-target re-
sponse. On the other hand, for extended targets of unknown
shape with possible roughne¥gyoint-target analysis can be
extremely useful.

R—

C. Planar target: The limit

In the limit R— oo, the target becomes a plane. Both the
distance to the center of the “sphere” and its radius of cur-
vature become infinity. In this case, either the limits of the
above equations can be taken, or more simply, the perpen-
dicular distances of the transducers to the plane can be di-
rectly derived from the geometry. With the measurement
noise taken into account:

Zo=29+ Ny,

Z,=zy—dcos¢sing+n,,

2=z9+dcos¢ sing+n,, (15
z,=zo—dsing+n,,

Z4=2zp+dsing+ny.
The solution is:

(Z2+2%)—2(Z3+d?)

R= 4ny—2(n,+ny) =

(16)
p=simt| 22|
4d _(id_zu)
Z4—2
Y 1 u
$=sin >4

FIG. 5. Measurement geometry for point, spherical and planar targets. Three
measurements uniquely identify the curvature of the unknown target both in\/, SENSITIVITY ANALYSIS OF RADIUS OF

2-D and 3-D.

(14)

(Z*-27)
V16d°25— (25-23)°
(25-20)

4dz, |

d=sin"t
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CURVATURE

A sensitivity analysis has been performed to determine
how much variation would result in the radius of curvature
estimateR as a result of measurement errors and variation in
certain system parameters suchzgs 7, z,, d, R, and 6.
Since R can be estimated using either the set of measure-
mentsz,, z,, z; or the set of measuremerds, z,, z4, and
since the equations involved are identical in fdiey. (10)],
the sensitivity ofR to z, (z)) is the same as its sensitivity to
z, (zq). Furthermore, since the curvature estimation equation
is symmetric with respect ta, andz (and the alternative
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equation is symmetric with respect rg andz,), the sensi-
tivity of the curvature with respect to the individual measure-
mentsz, , z;, z,, zq will be identical. Therefore, it is suffi-
cient to carry out the sensitivity analysis for only one of
these distance measurements, which is chosen & .be 200
Given the radius of curvature estimate in Ej0), per-
turbation is added to the variable for which sensitivity analy- A #(mm) =04 .
sis is made. For example, the perturbation, is added taz, o0 _ _ ////////?
and its effect on the radius of curvature estimate is calculated /////;j///////// ////////////////é//

_
-
. 0 /////
as follows: ;

400~

0.4

AR=R(zy+Azy,2,7,d)—R(zp,2 ,7 ,d)

(Z+7))—2[(2o+ Azg)*+d7]
T A(zp+Azg)—2(z,+7)

(22+27)—2(Z5+d?)
- 42,—2(2,+7)

17

0~

—50-

In Fig. 6@), Eq. (17) has been plotted for between 0
and 1.5 m. The perturbation erraiz, on z, has been varied AR(mm) -ro0-]
between 0 and 0.4 mm. Actually, the typical standard devia-
tion of the range measurement error in the current system is
approximately 0.18 mm as verified in Sec. VI B. A stationary
spherical target with radius 7.5 cm is assumed to be present _
at 6=0°,6=0°. Transducer separation is set to its mini- r(em) 1 Pl Az (mm)
mum value of 7.5 cm corresponding to the worst resolution
case. For fixed transducer separation, error in radius of cur- (b)
vature increases linearly witky, but nonlinearly with in-
creasingr. At a target range of =50 cm, an error ofAz,
=0.18 mm onz, corresponds to an error dfR=15.4 mm
on R, which represents about 20% error. At 1.0 m, the
same perturbation error om, corresponds to an error of
AR=61.0 mm on curvature, representing 82% error.

The fact that a positive erroAz, leads to a positive

-150~

FIG. 6. Sensitivity ofR to distance measuremen® z,; (b) z, or z .

This ratio cannot be selected too large. This is because the
directional sensitivity regions of the transducers are limited
to a cone with half anglex, (in the current systemg,

; i =12°, Ref. 39. If d/r is selected too large, the sensitivit
error AR can be explained as follows: Assuming that the . ? . 9 ity
regions of the transducers will not overlap at the location of

target has convex curvature, increasimgwhile keepingz, the target so that targets nearer thafd— a)/tana]

and z; constant corresponds to an increase in the radius o 2 . 3 .
curvatureR, or a decrease in curvatureRl/For fixedAz,, * (a%/\) will not be detected This approximately corre-

error inR also increases with range= 2+ R, since the fixed sponds to the distance between the central transducer and the
0 f .. s . . .

transducer separatiod provides poorer resolution as the start O,f the.Jomt sensitivity region in Fig. 1,' On thg other
range increases. For larger ranges, as the ddtidlecreases hand, ifd/r is selected too small, the resolution provided by
the system has smaller resolution for the given separatio’n the differential time-of-flight information between the central

In Fig. 6(b), the sensitivity ofR with respect toz, (or and surrounding transducers will not be sufficiently large to

: ’ r . . .

equivalentlyz , z,, z;) has been plotted for the same pa- fesnmate the curvature reliably. Hence,_as the operating range
rameters used in generating Figa)s Note that, in this case, Ncreases, a larger transducer separation must be used in or-
for a positive errorAz, or Az, the errorAR on radius of der to maintain the same accuracy in curvature estimation.

geometry of Fig. 2. A positive error on the right and left Where it can be observed that if the range is increased while

measurements, witk, constant, causes a reduction in thethe transducer separation is kept constant, the erroRon
radius of curvature. increases. Thus, it is concluded that a sensor system which is
Fig. 7(a) illustrates the effect of transducer separatibn t0 operate over a large range of target distances must have
on the accuracy of the radius of curvature estimate. For the capability of adaptively adjusting transducer separation
between 0 and 1.5 m anklzy=0.18 mm, Eq(17) has been d. The information provided by Figs. 1 andabcan be com-
plotted for transducer separations between 4.0 and 60 cnbined to formulate a rule for choosing the optimal transducer
Corresponding plot forAz,=0.18 mm is presented in separatiord for a given range. Thus, one can envisage a
Fig. 8@). In both figures, it is observed that the ratifr isa  two-step curvature estimation process: The range estimate
significant parameter in the curvature estimation processbtained in the first step is used to adjust the transducer
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separationd to its optimal value, allowing an accurate cur- V. SIMULATION RESULTS
vature estimate in the second step.
The sensitivity of curvature to a measurement efxrag

at different curvature and azimuth values has also been i
vestigated whem\z;=0.18 mm. In the first case, it is ob-
served that for fixedzy, AR increases with the radius of

curvature of the target as illustrated in Figb) In Fig. 7(c),

0 is varied from—20° to 20° withd=7.5 cm. It can be
observed that there is a slight increas@iR with increasing
|6|. Corresponding plots for a perturbatidre, =0.18 mm
on the radius of curvature estimate are presented in Hiy. 8

and(c).

In the simulations, the signals are modeled according to

nng. (4) using the parameter valuds,,=1, r min=">5.8 cm,

pc=0.45R—0.022,f;=49.4 kHz,c=343.3 m/s. Zero-mean
white Gaussian noisi(0,0) of varying magnitude has been
added to the signals before estimating the time-of-flight.
The initial estimate of the radius of curvature is made
using Eq.(10) with the first set of measurements obtained at
the initial (flat) position of the sensofFig. 2). The target
position (,6,¢) is estimated using Eq$11)—(13). Using
these initial estimates, transducers will be rotated toward the
object so that it is located along their line-of-sights in order

As will also be confirmed experimentally in Sec. VIB, to obtain more nearly accurate results. For this purpose, the
accuracy is much less of a problem with the localizationinclination angles, , 6, of the right and left transducers with

parameters so that a sensitivity analysis is not presented foespect to the target are estimated from the initial noisy mea-
these parameters.
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FIG. 10. Location and radius of curvature estimation vexsuBotted and
dashed lines indicate the mean of the estimate-ang obtained at the flat
and adapted positions respectively. In all parts of the figRre5 cm, z;
=100 cm, andd=5°.

()

FIG. 9. Estimated radius vers(® d, (b) zy, and(c) R. Dotted and dashed
lines indicate the mean of the estimate ahd obtained at the flat and
adapted positions, respectively. In pé&j, R=5 cm, z,=100 cm. In part
(b), R=5 cm,d=10 cm. In part(c), d=20 cm,z,=100 cm.

ter the rotation. In practice, they will be slightly different due
to the additive measurement noise. In the second estimate,
(18)  the distance measuremerts, z,, z;, z,, zq are obtained
with a larger SNR since the transducers are now looking
: straight ahead at the object. This in turn results in more
nearly accurate estimates.

First, the central, right and left transducers are all rotated  |n all of the simulations, a 100-realization Monte-Carlo
by ¢ in elevation, and then rotated By 8, , and#,, respec-  study has been employed. Figur@@illustrates the effect of
tively, so that they are approximately perpendicular to thevarying d on the curvature estimate before and after the
object surface. New measurements are made and the raditransducers are rotated. Note the reduction in the standard
of curvature is estimated for the second time, again usingleviations of the estimates dss increased. Fod>21 cm,

Eq. (10). Flat and rotated configurations of the transducersll of the transducers cannot detect the object and the esti-
are illustrated in Fig. 2 in 2-D. The distance measurementsnates become very erroneous. Figu(b)9llustrates that as
2y, Z;, 2, Z,, Zg Should ideally be the same before and af-z; increases, standard deviations of both estimates increase.

f cose sind )

brztan’l —
r cos¢ sinf—d

f cose sin 6
f cosg sind+d

[} =tan1(
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FIG. 11. Location and radius of curvature estimation veggusDotted and ) . o

dashed lines indicate the mean of the estimate-ang obtained at the flat  F!G. 12. Location and radius of curvature estimation veRu®otted and

and adapted positions, respectively. In all parts of the figBre5 cm, d dashed lines indicate the mean of the estimate:ang obtglned at the flat

=10 cm, z,=100 cm, and§=5°. and adapted positions, respectively. In all parts of the figurel0 cm,z,
=100 cm, andd=5°.

Figure gc) illustrates the effect of the true radius. In all rotation are 6.0% and 0.0% respective|y. Figuréc]_ﬁ“us-
cases, significant improvement can be observed after thgates the dependence of the curvature estimatel.ofihe

transducers are adapted. average error before and after rotation is 11.4% and 1.2%,
Figure 10 shows the dependence of the estimated on respectively.
for R=5 cm, =100 cm, andf=5°. Figure 10 illus- Figure 11 shows the dependence of, andR estimates

trates that asl increases, the estimate after rotation keepgy, the distance, for R=5 cm,d= 10 cm,zy= 100 cm, and
improving. The estimation' before rotation improves upto “9=5°. For small values of,, the normal angles of the left
=12 cm, and after that point, it gets worse since the target igg right sensors are large and the initial estimates obtained
now located either at very low-SNR regions of the sensitivity,yity the flat configuration are not very accurate. For large
region or outside itasd increases, the normal angles of the  5)yes ofz,, the normal angles decrease and the estimation
left and right sensors incregs@he average error iR before accuracy improves. In Fig. 14), the average error of the
rotation is 5.96%. After rotation, the error is reduced todistance estimate is 6.0% before rotation and 0.0% after ro-
0.05%. Figure 1() illustrates how the azimuth estima#ids tation. In Fig. 11c), the average error of radius of curvature
affected byd. The average error figures before and afterestimation before rotation is 19.0% and 0.0% after rotation.
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(a) (b)
FIG. 13. Two extreme positions of the sensing device.
Again, there is a minimum value af=70 cm, at which the bration. Real distances were ascertained accurately by carry-

target is accurately detectable. For shorter distances, all esiing out the whole set of experiments on large sheets of mil-
mates become erroneous since one or more transducers cdimetric paper. Transducer separation was kept constant at

not detect the target. d=7.5 cm(except in the results presented in Table Ill where
Figure 12 shows the effect of varyiijon ther,9, and d=12.0 cm and those in Table VII whetkis varied.
R estimates ford=10 cm, z,=100 cm, andd=5°. As R Each transducer was made to transmit and receive in

increases, the accuracy of all three estimates improve. IRégquence to avoid crosstalk and to benefit maximally from
addition, there is significant improvement after the transducthe high sampling rate of the A/D card. Starting at the trans-

ers are adapted to the target, as evident from the reduction it time, 10 000 samples of each echo signal have been col-
the standard deviations of the estimates. lected to estimate the time-of-flight. The targets employed in
this study are: cylinders with radii 25 mm, 50 mm, 75 mm
and a planar target. All targets used in the experiments were
VI. EXPERIMENTAL VERIFICATION wooden, with smooth surfaces, each with a height of 120 cm.
A. The sensing device and the experimental setup In the experiments, the sensors were situated at the middle of
) _ o . this height so that the lower and upper edges of the cylinders
_ The sensing device used in this investigation was preCirgmained outside the beam patterns of the transducers. For
sion con_struptgd for 3-D sonar appll_catlons. A trf':uj(_a-off be'the maximum range considered in the experiméebs® cn,
tween simplicity of mechanical design and flexibility was g, the geometry, the beam extends over a transverse extent
established. The unit, illustrated in Fig. 13, consists of f|veOf 150X 2 X tanay =64 cm, which is less than 120 cm. Since

Polaroid 6500 series acoustic transggucers, each operating aja, edges remain outside the beam patterns, edge effects are
resonance frequency 65=49.4 kHz. A_central transdl_Jper not observed. The cylindrical target with radius 25 mm is
is flanked by four transducers symmetrically. The position of

o considered a good approximation to an edge target since cyl-
the centr_al transducer is fixed but the separationf each inders with small radii behave similarly to outer edges
_surroundmg transducer from the center can be manually a4brmed by the intersection of two plan&s.

justed between 7.5 to 12.0 cm.

The device has 16 mechanical joints which enable it to
move with the aid of stepper motors located behind the cen-
tral transducer. In one extreme position, all the sensors are
coplanar[Fig. 13a)]. In the other extreme, the flanking
transducers have been rotated by 30° as shown in Fi{@).13
In between, there are 1020 intermediate positions. The flex-
ibility of the sensor can be judiciously used to recognize 3-D
targets and focus on them to use the sensor data more effec-
tively.

The analysis of the previous sections has been verified
by real sonar data from cylindrical and planar targets using a
4-channel DAS-50 A/D card with 12-bit resolution and - Metrabyte
1 MHz sampling frequency. Echo signals were processed on Computer g':ﬁ DAS50 1 MHz
an IBM-PC 486 using the C programming language. The AID Converter
block diagram for the hardware is shown in Fig. 14. The
experiments were conducted in 2-D to allow accurate cali- FIG. 14. The block diagram of the experimental setup.

Signal Pulse Transmitter Signal
Generator

Object

Echo signal

Analog
Signal

Receiver
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TABLE |. Experimental results for a cylinder &8=75 mm whend=7.5 TABLE Ill. Experimental results for a cylinder oR=50 mm with d

cm. =12.0 cm.
Zo  Efzd 9% E{} 9% E{R} R E{R} R, 20 E{z} 9, E{6} 9 E{R} 9r E{R} &
(mm)  (mm) (mm) (deg (deg (mm) (mm) (mm) (mm) (mm)  (mm) (mm) (deg (deg (mm) (mm) (mm) (mm)

300 299.93 0.14 0.01 0.08 73.39 7.78 7447 4.67 300

400 400.00 0.14 0.02 0.07 7883 11.77 76.28 6.82 400
500 500.15 0.14 -0.04 0.07 7514 17.13 7516 9.76 500 499.75 0.14 —0.07 0.05 4824 6.21 4850 3.75
600 600.02 0.14 -0.04 0.07 75.65 2439 7599 1414 600 599.97 0.17 —0.08 0.05 4954 8.96 49.08 547
700 700.10 0.18 0.01 0.07 8172 3200 7887 1824 700 700.10 0.15 0.00 0.05 4720 11.43 4816 7.20
800 800.15 0.14 0.02 0.07 80.30 38.76 77.14 22.10 800 799.93 0.15 0.02 0.05 4858 1521 48.01 9.3
900 900.42 0.14 0.07 0.07 7112 50.33 73.62 28.18 900 900.20 0.16 0.00 0.05 5220 19.08 50.33 11.07
1000 1000.24 0.16 —0.02 0.07 76.25 60.24 75.39 34.33 1000 999.77 0.15 —0.02 0.05 46.84 2251 48.84 13.28
1100 1100.23 0.14 —-0.03 0.07 7555 70.94 76.24 39.02 1100 1100.43 0.16 —0.03 0.05 5543 27.45 53.69 15.37
1200 1200.07 0.14 0.02 0.07 80.50 84.47 79.41 46.46 1200 1200.11 0.16 —0.03 0.05 45.14 31.74 47.83 18.41
1300 1300.19 0.14 0.00 0.07 78.71 9551 76.33 53.49 1300 1300.34 0.15 —0.02 0.04 48.48 38.63 4850 21.63
1400 1400.37 0.14 0.01 0.07 80.08 12435 7885 68.40 1400 1400.26 0.17 —0.02 0.05 47.48 4353 49.06 2581
1500 1500.22 0.15 0.01 0.07 69.19 118.16 75.39 66.17 1500 1500.37 0.14 —0.07 0.04 49.37 46.80 50.29 25.74

B. Experimental results for these parameters, only the initial estimates made at the

. flat position have been presented.
Each target's surface distaneg to the central trans- In Table IIl, results forzo=300 mm andzy=400 mm

ducer was varied between 30 and 150 cm at 10 cm intervalgiaye not been presented since a very thin cylinder=a0°

At each distanceo, data were collected while the target wag not detectable by the right and left transducers at the trans-
stationary at9=0°. For the same target position, 1000 setsqycer separation af=12.0 cm. For the same reason, results
of measurements were taken. Each set of measurements pkg; 2,=300 mm in Table IV are excluded whehwas set
vides a single estimate of target radius of curvature, ranggqyal to 7.5 cm. From the results, it can be observed that the

and azimuth. The typlcal differential d'Staﬁce measured b% and @ estimates are quite accurate: For a stationary target,
the central and the right/left transducers varies between 0 an .

10 mm depending on the target curvature and distance, tdpe typ.lcal standard dewgtlon @ is 0.18 mm, which is
d=7.5 cm. As the range of the target increases, the differen@ppr())_(Irnately the resc_JIutlon allowed b y the AD converter
tial becomes less reliable to extract the curvature informaSaMPling rate. The typical standard deviation of the azimuth
tion. estimate is 0.08°. Error oz and 6 are relatively constant as
The means and standard deviationé@f » andR of the distance of the target is varied between 30 and 150 cm.
each type of target considered are computed and tabulated Ii—lhowever, for the curyature, prma'l error 1s arounq /=9 mm
Tables I-V. In all of the tables, results fg and R are at 30 cm, but keeps increasing with range for a fixed trans-

: . s r ration. This i he r ion indherati
tabulated individually instead afitself, which is the sum of ducer separatio S is due to the reduction indreratio

. . which provides poorer resolution in estimating curvature. To
these two components. Radius of curvature estimates hav P P g

b ted both at the flat ii d adanted iti Estimate the curvature of a cylindrical target reliably, it is
een presented both at the Tat position and adapted posi '(macessary to increase the transducer separation as the range

of the transducers. The results before and after adaptation AL creased as seen in Figab To illustrate the effect of
denoted by the subscripts 1 and 2, respectively. The resulW’ansducer separation, results for the maximum allowed

for z, and § do not vary much after the rotation. Therefore, separation in the systemd&€12 cm) are included in

TABLE Il. Experimental results for a cylinder &8=50 mm whend=7.5 TABLE IV. Experimental results for a cylinder dR=25 mm whend

cm. =7.5cm.
0 E{zo} 9, E{# 99 E{R} & E{R} U, 2o E{zgd 9, E{B} v E{R} IR E{R} &,
(mm)  (mm) (mm) (deg (deg (mm) (mm) (mm) (mm) (mm)  (mm) (mm) (deg (deg (mm) (mm) (mm) (mm)

300 300.00 0.14 -0.03 0.09 48.27 6.84 4893 4.10 300

400 399.79 0.14 -0.02 0.07 51.13 10.08 50.27 6.25 400 400.06 0.16 0.02 0.08 21.07 9.14 23.83 5.02
500 500.05 0.16 —0.04 0.07 49.17 1523 49.44 929 500 500.11 0.14 —0.03 0.07 23.58 14.00 2249 7.84
600 600.59 0.17 0.04 0.07 5233 2243 51.79 13.24 600 599.99 0.15 0.04 0.07 2858 20.07 27.25 10.82
700 699.98 0.15 0.01 0.07 4496 27.61 46.63 16.57 700 699.99 0.15 —-0.05 0.07 26.20 26.01 24.67 13.53
800 799.87 0.14 -0.03 0.07 4455 3502 4836 2152 800 799.77 0.16 0.02 0.07 26.51 34.23 2550 19.17
900 900.40 0.15 0.05 0.07 50.64 4542 50.25 26.80 900 899.91 0.20 0.02 0.07 30.37 4298 27.94 22.78
1000 1000.39 0.14 0.03 0.07 59.87 57.41 5548 33.39 1000 999.44 0.24 0.03 0.08 29.86 57.48 26.90 34.49
1100 1100.17 0.15 —0.10 0.07 53.83 64.65 5290 38.14 1100 1100.18 0.17 0.02 0.07 2852 6430 24.32 35.37
1200 1200.14 0.14 0.01 0.07 48.08 83.71 49.21 47.71 1200 1200.44 0.16 —0.04 0.07 23.47 78.03 27.65 41.37
1300 1300.15 0.14 -0.05 0.07 63.70 91.43 58.88 5212 1300 1300.31 0.18 —-0.04 0.07 23.67 9149 23.80 51.95
1400 1400.63 0.15 —0.08 0.07 40.92 12253 45.62 69.84 1400 1400.01 0.15 0.00 0.07 2350 98.58 24.37 55.01
1500 1500.18 0.15 0.01 0.07 46.55 12546 49.31 74.02 1500 1499.39 0.25 0.03 0.08 23.01 139.20 26.22 76.26
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TABLE V. Experimental results for a planar target Rf=« whend=7.5 TABLE VII. Experimental results for varying for a cylinder of radiusR

cm. =75 mm, located at,=1.00 m andd=0°.
%0 E{zo} 0%  E{8} 90 E{R}=E{R,} 0r,~0R, d E{z) 9% FE{6} 9 E{R} & E{R} g
(mm)  (mm) (mm) (deg (deg (mm) (mm) (cm)  (mm) (mm) (deg (deg (mm) (mm) (mm) (mm)
300 299.88 0.14 —0.02 0.08 47610%®  2.12x10% 15 999.65 0.14 0.01 0.07 73.61 20.49 76.29 12.50
400 399.94 0.14 0.01 0.08 1.800°  3.36x10Y 20 1000.57 0.14 —-0.04 0.07 72.65 18.87 73.46 10.96
500 500.09 0.15 —0.04 0.08 8.010%  2.72x10'° 25 999.48 0.16 0.02 0.08 --- -+ 7761 975
600 600.11 0.16 —0.01 0.07 1.4%10°  3.49x10Y 30 999.88 0.15 0.03 0.07 - <+ 7228 831
700 699.98 0.16 —0.02 0.08 1.5%10°  3.60x10%° 35 999.26 0.13 0.05 0.07 --- -~ 7573  6.24
800 800.24 0.15 —0.06 0.08 8.0&10%  2.71x10'° 40 1000.74 0.15 0.04 0.06 - -+ 7405 5.49

900 899.83 0.17 0.03 0.08 1.840°  3.10x10¥
1000 1000.07 0.15 0.03 0.08 1:250° 3.31x10%°
1100 1100.18 0.16 0.04 0.08 1:230°  3.28x10¥

1200 1199.92 0.17 —-0.04 0.08 7.9610%  2.70x10'° VII. DISCUSSION AND CONCLUSION
1300 1300.00 0.18 —0.05 0.08 9.26010'®  2.89x 10'°

1400 1399.80 0.15 -0.02 008  1.3K10°  3.43<10° A sensing device capable of estimating the location and

1500 150034 020 000 008 1810 3.09<10° radius of curvature of spherical and cylindrical targets has
been described. The main goal of the study is to assess the
performance of radius of curvature estimation. The estima-

Table lll. Compared to Table Il wher@=7.5 cm, it is ob- tion accuracy can be improved by employing an adaptive

served that errors in the radius of curvature estimate are aﬁ_ensor configuration: After ac_qL!iring thg initial_ data, trgns-
proximately reduced by 60%. In Table V, results for a pIanardu.Cers are rotatgd FO align their line-of-sights with the ObJeCt'.
target R=<) are illustrated. In the experiments, wheneverThIS way, SNR is mcreased an.d more hearly accurate est-
the denominator of E10) is zero, a very large value (19 _mates can be th_amed. Twoi Ilmlltlng cases are of special
is assigned tdR to be able to represent it numerically. interest: the pointin 3-D) or line (in 2-D) target and the

In Table VI, results for the cylinder witR=25 mm are planar target. Analytical results are verified by real sonar
provided fom:'oo 3° 5° 8° |t is observed that the accura- data from cylindrical and planar targets. Typical accuracies
cies of range and azimuth estimates do not change signifl" '3"9€ and azimuth are 0‘18. mm and 0.1°, respectively.
cantly as compared to the case when the target is along gfeccuracy of the curvature estimate depends on the target
line-of-sight. The accuracy of the initial curvature estimatelYPe and system parameters.suc.h as .transducer separation
degrades witH 6| as expected. However, the estimates With"’.lnd operau_ng range. The estimation with .the adapted con-
the adapted configuration for target at differérare compa- f|gurat|.on gives much better .results than without adaptation,
rable in accuracy. For larger values @fthan considered in and brings an improvement in Fhe accuracy of about 400/9'
the table, it is not possible to estimate the curvature since th The radius of curvature estimation provides valuable in-

target will be outside the sensitivity region of either the right F’rma“,on for differentiating. reflectors with different radii
or the left transducer. (including R=0 for an edgelike reflector tR=< for a pla-

Finally, the transducers were detached from the mount"ar reflectoy. The classification procedure, consistent with
ing and were placed on polyamid stands so that larger tran:l';hfe exper_imental results,_is iIIus_trated_in Fig._15. The uncer-
ducer separations than allowed by the prototype systeﬁ?'nty region of eAach radius estimate is considered to be be-
could be testedd; 15.0-30.0 crh The results are presented tWeen [R—3ok,R+30] assuming zero-mean Gaussian-
in Table VII. Whend>21 cm, it is not possible to acquire distributed estimation error. The standard deviatiop
data with the side transducers at the flat position since th#creases with the radius of curvature. Given two targets with
target atz,=1.00 m remains outside the joint sensitivity re- constant curvature, if there is overlap between their uncer-
gion of the transducers. Therefore, for these cases, the tran@inty regions, then these targets may not be distinguished
ducers are maintained approximately perpendicular to thfr estimates which fall within the overlap region, shown by
object surface while experimental data are being collected.

Overall, the results indicate that the accuracy of the cur-

. - . . Uncertainty Uncertainty
vature estimation after adapting the transducers brings a1 Cylinder Cylinder Cylinder Plane
improvement varying between 35% and 45%. Redom R23m ResOam Rel.Sem U R

TABLE VI. Experimental results for a cylinder witR=25 mm for varying 4 4 /

6 whend=7.5 cm. ] - iy r

: n A n Y //

0  E{zy o, E{B o» ER} % E[R} 0 P v 4

(deg (mm) (mm) (deg (deg (mm) (mm) (mm) (mm) ; : /
0 100026 0.16 —0.04 007 22.65 5681 24.64 30,60 & —————t— Ly - >
05 0 05 15 25 30 35 50 ss 6.6 15 95 -+ 00

3 999.46 0.15 2.73 0.08 2457 5850 26.77 31.92 °
5 1000.67 0.15 498 0.07 25.64 61.16 23.43 29.75 . R (cm)
8 1000.05 0.16 753 007 2734 6334 2506 3142

FIG. 15. Target discrimination using radius of curvature estimation.

2329 J. Acoust. Soc. Am., Vol. 105, No. 4, April 1999 B. Barshan and A. S. Sekmen: Localization of targets 2329



hatched areas in Fig. 15. The results presented allow sucéhm. K. Brown, “The extraction of curved surface features with generic
decisions to be based on a solid footing. /ange sensors,” Int. J. Robotics R&.3—18(1986. 5
For reliable curvature estimation, it is necessary to in- E;nK‘i%’Q mﬁﬁwggmd adaptive sonar system,” J. Acoust. Soc.
crease the transducer separation as the range is increas . kuc, “Biomimetic sona.r recognizes objects using binaural informa-
The transducer separation in the present system is relativelytion,” J. Acoust. Soc. Am102 689—696(1997.
limited and not capable of real-time dynamic adaptation_ ARA. Hilton, J. lllingworth, and T. Windeatt, “Statistics of surface curvature
system which is adaptive also in this respect would be able tgestimates,” Pattern Recog§, 1201-1221(1995. ,
maintain high accuracy over a broader range of distances. I_. E. Dror, M. Zagaeski, and C. F. Moss,” 3-dimensional target recogni-
) ) . tion via sonar—a neural network model,” Neural Netwos149-160
When dealing with shapes more general than cylinders (1995,
and spheres, such as ellipsoidal surfaces, the geometry wifla. A. Simmons, P. A. Saillant, J. M. Wotton, T. Haresign, M. J. Fer-
be slightly more complicated. Nevertheless, a similar ap- ragamo, and C. F. Moss, “Composition of biosonar images for target
proach can be taken, possibly requiring additional sensors, orécognition by echolocating bats,” Neural Networlg 1239-1261
sensors with greater capability of motion. Finally, althoughzy | hoitblat, W. W. L. Au, P. E. Nachtigall, R. Shizumura, and G.
the method has been developed for convexQ) reflectors, Moons, “Sonar recognition of targets embedded in sediment,” Neural
it is equally applicable to concav&k& 0) reflectors. Targets 22Network58, 1263-12731993. -
that have spatially varying curvature which may become R. P. Gorman and T. J. Sejnowski, “Learned classification of sonar targets

. ing a massively parallel network,” IEEE Trans. Acoust., Speech, Signal
both concave and convex have also been addressed in recerﬁfocges536 11353/_;1)1 401999 P g

work >4 Naturally, the larger the number of paramet@s 231, ogawa, K. Kameyama, R. Kuc, and Y. Kosugi, “Source localization

degrees of freedojrof the surface, the larger the number of with network inversion using an answer-in-weights scheme,” IEICE

sensors needed. Trans. Inf. SystE79-D, 608-619(1996.

24W. W. L. Au, “Comparison of sonar discrimination—dolphin and artifi-
cial neural network,” J. Acoust. Soc. Am95, 2728—27351994).

W, Chang, B. Bosworth, and G. C. Carter, “Results of using an artificial

. i . neural network to distinguish single echoes from multiple sonar echoes,”
This work was supported by TRITAK under Project 3. Acoust. Soc. Am94, 1404—14081993.

No. EEEAG-92 and the Brit?Sh Council Academic Link Pro- 26y Tonard and J. Chatillon, “Acoustical imaging of extended targets by
gram. The authors would like to thank the anonymous re- means of synthetic-aperture sonar technique,” AcusB8a 992-999

viewers for their comments. (1997. _ ' _
273, Stergiopoulos, “Implementation of adaptive and synthetic-aperture pro-

cessing schemes in integrated active-passive sonar systems,” Proc. |IEEE
'G. C. Carter and E. R. Robinson, “Ocean effects on time-delay estimation gg, 358-396(1998.

ACKNOWLEDGMENTS

requiring adaptation,” IEEE J. Ocean Entg, 367—378(1993. 28], Zemanek, “Beam behavior within the nearfield of a vibrating piston,”
2A. C. Smith and G. C. L. Searle, “Empirical observations of a sonar j aAcoust. Soc. Am49, 181-191(1971).

adaptive array,” IEE Proc. F, Commun. Radar Signal Prock38.595— 297 D, pierce, Acoustics, An Introduction to Its Physical Principles and
597(1985. Applications(McGraw-Hill, New York, 198).

%K. Scarbrough, G. C. Carter, and R. J. Tremblay, “Performance predics0p . Morse and K. U. Ingardrheoretical AcousticéMcGraw-Hill, New
tions for coherent and incoherent processing techniques of time-delay es-yq 1968.

timation,” IEEE Trans. Acoust., Speech, Signal Process.1191-1196 31| . Camp, Underwater AcousticsWiley-Interscience, New York,

, (1983 oo 4 imedelay esimation” Proc. | 1970, Chap. 7, p. 166.
S?;sc.zgsarltgg Coherence and time-delay estimation,” Proc. IEEE: 320, Bozma and R. Kuc, “Characterizing pulses reflected from rough sur-
e ( .7)' o . . faces using ultrasound,” J. Acoust. Soc. A89, 2519-2531(1991).
M.t\_/\/az_enskl and E._Alexa;pdr?#, Aptlve, W'??bjarf dettictéon agd local- 33B. Ayrulu and B. Barshan, “Identification of target primitives with mul-
ization in an uncertain multipath environment,” J. Acoust. Soc. AL, tiple decision-making sonars using evidential reasoning,” Int. J. Robotics

1961-1970(1997).
5D. J. W. Hardie and A. B. Gallaher, “Review of numerical methods for 34Res.17, 59? 623.(:.[996' A . .
B. Ayrulu, “Classification of target primitives with sonar using two non-

predicting sonar array performance,” IEE Proc. F, Radar Sonar and Navi- parametric data-fusion methods,” Master’s thesis, Bilkent University, De-

gation 143 196-203(1996. ) . '
7 . . . partment of Electrical Engineering, Ankara, Turkey, July 1996.
R. Smith, A. Stevens, A. Frost, and P. Probert, "Developing a SensorgsB. Barshan and R. Kuc, “A bat-like sonar system for obstacle localiza-

based und t igati tem,” Int. J. Syst. 38j.1145-1155 :
(fgs& undenwater navigation system, in yst. 38) tion,” IEEE Trans. Syst. Man Cyberr22, 636—646(1992.
. 3

8W. K. Stewart, “3-dimensional stochastic modeling using sonar sensing °B. B.arshanA st_)nar—_based mobile robot for b_at“ke prey ca}ptuRh.D.
for undersea robotics,” Autonomous Rob@s121—143(1996. thesis, Yale University, Depa_rtme_nt of EI_ecqmaI Engln_eerlng, New Ha-
°R. Kuc, “Three-dimensional tracking using qualitative bionic sonar,” Ro- ven, CT, December 1991. University of Michigan Microfilms, order num-
botics Autonomous Syst.1, 213—219(1993. 37ber 9224325. )
10\, L. Hong and L. Kieeman, “Ultrasonic classification and location of ~ W- H. Press, B. P. Flannery, S. A. Teukolsky, and W. T. Vetterling,
3-D room features using maximum likelihood estimation II,” Robotica ~Numerical Recipes in PascgCambridge University Press, Cambridge,

15, 645-652(1997). 1989, pp. 574-579. .

11 Kleeman and H. Akbarally, “A sonar sensor for accurate 3-D target 38B. Barshan and B. Ayrulu, “Performance comparison of four methods of
localization and classification,” ifProceedings IEEE International Con-  time-of-flight estimation for sonar waveforms,” Electron. Le34, 1616
ference on Robotics and Automation, Nagoya, Japan, Ma22UEEE, 1617(1998.

i 39 H : “ H ” .
Piscataway, NJ, 1995pp. 3003—-3008. Polaroid Corporation, “Ultrasonic components group,” 119 Windsor St.,

24, peremans, K. Audenaert, and J. M. Van Campenhout, “A high- Cambridge, MA 021391990.
resolution sensor based on tri-aural perception,” IEEE Trans. Rob. Au-"B. Barshan and O. Arikan, “Performance analysis of two linear array
tom. 9, 36—-48(1993. processing algorithms for point-obstacle localization,” froceedings
13A. M. Sabatini, “Statistical estimation algorithms for ultrasonic detection ~SPIE Signal and Data Processing of Small Targ&asn Diego, CA, July
of surface features,” ifProceedings IEEE/RSJ International Conference  11-13, 1995 edited by O. E. Drummon(SPIE, Bellingham, WA, 1995
on Intelligent Robots and Systems, Munich, Germany, Septemb&612  Vol. 2561, pp. 533-544.

(IEEE, Piscataway, NJ, 1994pp. 1845-1852. “IM. L. Hong and L. Kleeman, “Analysis of ultrasonic differentiation of
14A. M. Sabatini, “Sampled baseband correlators for in-air ultrasonic three-dimensional corners, edges and planesPrioceedings IEEE Inter-
rangefinders,” IEEE Trans. Ind. Electrof5, 341-350(1998. national Conference on Robotics and Automation, Nice, France, May 12

2330 J. Acoust. Soc. Am., Vol. 105, No. 4, April 1999 B. Barshan and A. S. Sekmen: Localization of targets 2330



14, 1992(IEEE Computer Society Press, Los Alamitos, CA 199%. tic sensor robot navigation,” IEEE Trans. Pattern. Anal. Mach. Intell.
580-584. PAMI-9, 766—778(1987).

423, J. Leonard and H. F. Durrant-Whyte, “Mobile robot localization by 4°D. Bagkent and B. Barshan, “Morphological surface profile extraction
tracking geometric beacons,” IEEE Trans. Rob. Autom.376-382

from multiple sonars,” inProceedings of the 1998 IEEE/RSJ Interna-
(199D.

tional Conference on Intelligent Robots and Systems, Victoria,, B.C.
43B, Barshan and R. Kuc, “Differentiating sonar reflections from corners CanadaQctober 1998IEEE, Piscataway, NJ, 19980p.1515-1520.

and planes by employing an intelligent sensor,” IEEE Trans. Pattern46p_Bagkent and B. Barshan, “Surface profile determination from multiple
Anal. Mach. Intell.12, 560-569(1990.

sonar data using morphological processing,” Int. J. Robotics Res., in
4R. Kuc and M. W. Siegel, “Physically-based simulation model for acous- press.

2331 J. Acoust. Soc. Am., Vol. 105, No. 4, April 1999 B. Barshan and A. S. Sekmen: Localization of targets 2331



