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Abstract: 
The human body consists of about 22,000 genes, which interact in highly complex ways.  Microarray 
experiments generate data that consists of the "expression levels" of thousands of genes 
simultaneously, for dozens of humans.  From this data, one would like to infer which genes "regulate" 
which other genes.  As stated the problem is hopeless so researchers focus instead on small 
subnetworks of perhaps 15 or 20 genes and try to infer their regulatory networks.  One algorithm that 
has found some favor in the biology world is called ARACNE.  It is based on a powerful theorem in 
Markov random fields called the Hammersley-Clifford theorem, which states necessary and sufficient 
conditions under which the joint distribution of n random variables (in this case the gene expression 
levels) can be factored as a product of joint distributions involving only neighboring random variables.  
However, this theorem is applicable ONLY to UNDIRECTED graphs.  In the biology context, this 
translates to the assumption that if gene A regulates gene B, then gene B also regulates gene A in 
precisely the same manner.  This is PALPABLY UNTRUE in biology.  So we need to prove some 
version of the Hammersley-Clifford theorem for directed graphs.  In this talk, I will review all of the 
above background, and also show how the concept of conditional relative entropy overcomes the need 
for having symmetric interactions (undirected graphs).  This work is preliminary but if carried through to 
completion, it will have tremendous impact on computational biology. 


