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Abstract—The optimal channel switching problem is studied proposed for the total sum capacity maximization of power-
for average capacity maximization in the presence of addile |imited secondary users in a centralized cognitive radgtesy.
white Gaussian noise channels and channel switching delays In [5], capacity maximizing antenna selection is investga

First, an optimization problem is formulated for the maxi- . : .
mization of the average channel capacity considering charah for a multiple-input multiple-output (MIMO) system and lew

switching delays and constraints on average and peak powers COmplexity antenna subset selection algorithms are peavid
Then, an equivalent optimization problem is obtained to faditate  is shown that near optimal capacity of a full-complexitytsys
theoretical investigations. The optimal strategy is deried and can be achieved by selecting the number of antennas at the
the corresponding average capacity is specified when charlne o cajver to be greater than or equal to the number of antennas
switching is performed among a given number of channels. Basl ; . . .

on this result, it is shown that channel switching among more¢han at the tr_ansmltter. In [6], the optimal antenna sele_ctlon 1S
two different channels is not optimal. In addition, the maximum  Studied in correlated channels for both the transmitter and
average capacity achieved by the optimal channel switching receiver to reduce the number of radio frequency (RF) chains
strategy is formulated as a function of the channel switchig  The proposed algorithm leads to a near-optimal capacity tha
delay parameter and the average and peak power limits. Then, js achieved without antenna selection. In addition to the

scenarios under which the optimal strategy corresponds tohe . . . -
exclusive use of a single chanpnel or to chagnynel swit(?hing beten capacﬂy,_other metrics such as p_r_obablllty of error, p_mllny .
two channels are described. Furthermore, sufficient condibns ~Of detection, and outage probability are considered inovesi
are obtained to determine when the optimal single channel resource allocation problems; e.g., [7]-[15]. For exampie
SNtrategy ?Utpeﬂ;?rms the Opti;n? tChanne!dSWitChingl Strat?¥h the detector randomization problem, the aim is to minimiee t
umerical results are presented to provide examples of the o At
theoretical results and tg illustrate effepcts of channeFI) sviching "’.‘V‘?r"."ge prObabthy of error of a Commumcatlon Sy_Stem by op
delays. timizing t|m_e sharlng factors and transmit power (S|_gna\l')e||s
corresponding to different detectors at the receiver Pil—[
Also, a jammer can maximize the average probability of error
or minimize the detection probability of a victim receiver b
performing optimal time sharing among multiple power level
|. INTRODUCTION [12]-[14]. In [14], the optimal power allocation is perfoe
Optimal resource allocation is an important approach f&@r an average power constrained jammer to minimize the
enhancing performance of communication systems. One co@tection probability of an instantaneously and fully alegp
mon metric that is optimized in resource allocation prokdésn receiver employing the Neyman-Pearson criterion, and it is
the channel capacity [1]. In [2], the optimal dynamic reseur shown that the optimal jamming performance is achieved via
allocation in fading broadcast channels is investigated¢éole time sharing between at most two different power levels. In
division, time division, and frequency division in the pease [15], the optimal time sharing of power levels is implemehte
of perfect channel side information at the transmitter arf@r minimizing the outage probability in a flat block-fading
the receivers, and ergodic capacity regions are obtaimed.Gaussian channel under an average power constraint angl in th
[3], an adaptive resource allocation technique is propdsed presence of channel distribution information at the trattem
multiuser orthogonal frequency division multiplexing (DIR) In the presence of multiple channels between a transmitter
systems in the presence of proportional fairness consraifnd a receiver, optimal time sharing and power allocation ca
among users, and optimal and suboptimal algorithms dve implemented for performance improvement [12], [16]4{20
designed for sum capacity maximization under constraints & other words, channel switching, which involves the use of
the minimum required data rate for each user. Optimal joifich channel with a certain fraction of time and a certain
power and channel allocation strategies are studied in [agwer level, can be optimized for enhancing performance of a
for cognitive radio systems, and a near-optimal algoritlsm §ommunication system. In [12], the channel switching peabl
is studied for the optimal detection of binary antipodahsily
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signal constellations over each channel. It is proved that t
optimal strategy that minimizes the average probability ¢
error under an average power constraint corresponds to ¢
of the following techniques: deterministic signaling (i.ase
of one signal constellation) over a single channel; timeislga | Transmitter w . RecEel
between two different signal constellations over a singlen: /o .

nel; or, switching (time sharing) between two channels wit| / N
deterministic signaling over each channel [18]. The study i « S
[19] investigates the optimal channel switching problererov

Gaussian channels in the presence of average power and €E@stl. Block diagram of a communication system in which sraitter and
constraints. In particular, each channel is assigned aiparti- "eceiver can switch among’ channels.

lization cost, and the average probability of error is miizied

It?] ethoepgrrﬁ aslesnt(r:gtg;; ?njgﬁgigﬁlgzsst ecgfn zir?égts'tlir:fezh;\’f\flgrtggmpared to those obtained by omitting the effects of chlanne

channels [19]. In [20], the optimal channel switching st switching delays [20]. First, the optimal strategy is obéal

is developed for the maximization of average capacity, and"’\nd the corresponding average capacity is specified when

is stated that the optimal strategy can be realized by chlanﬁgannel switching is p_erformed. among a given number of
channels. Based on this result, it is then shown that channel

switching between at most two different channels. Alsoya lo tchi than two. diff t ch | i
complexity optimization problem is presented to obtain th%wI ching among more than two diflerent channels canno
e optimal. Also, the maximum average capacity achieved

optimal channel switching strategy. h timal ch | switchi rat ot lated f
In most of the previous studies on optimal channel switching . €op llma Cf {ahnnehsm CI mgltshr.a egdy lls ormua? ord
strategies, delays (costs) associated with the chann&lrsng rious vajues ol the channel switching delay parameter an
the average and peak power limits. In addition, scenarios

operation are not considered [12], [16]-[20]. However, tlue d hich th timal strat ds to the it
hardware limitations, the channel switching operationei;akun erwhich the optimal strategy corresponcs 1o the uhibna
of a single channel or to channel switching between two

a certain time in practice. In particular, when switchingato h | d bed. Furth ficient ditiy
new channel, the parameters at the transmitter and thevegcef'2NNEIS ar€ AESCTIDEC. FUTthermore, sutticient con B

are set according to the characteristics (i.e., frequeatihe derived to determine when the optimal single channel gate

new channel, which induces a channel switching delay aRHtperflorms the opt|mtaldc?antnhel St\r’]V'tCh'?g sltrateg}%/. Nug:«t:cf
consequently reduces the available time for data trangmissC  aMPIeS are presented for the heoretical results andietie

[21], [22]. Most of the studies in the literature omit the ohal of channe! SW'tCh_mg .delays ar.e investigated. .
switching overhead (delay) by assuming that it is negligibl The main contributions of this study can be summarized as
due to improved hardware technologies. However, the stuER“OWS:
in [23] shows that the state-of-the-art algorithms related ¢ The channel switching problem for average capacity
scheduling in wireless mesh networks experience performan ~ maximization in the presence of channel switching delays
degradation in the presence of the channel switching lstenc  is studied for the first time in the literature.
Similarly, in [24], the channel switching cost is considire e An alternative optimization problem, which facilitates
in the design of the energy efficient centralized cognitive theoretical investigations, is formulated in terms of the
radio networks, and an energy efficient heuristic schedaler =~ number of channels employed in the channel switching
proposed to allocate each idle frequency to the cognitidora ~ process (Proposition 1 and Proposition 2).
with the highest energy efficiency at that frequency. In [25] « When the channel switching is to be performed among
effects of channel switching time and energy on cooperative @ certain number of channels, the optimal strategy and
sensing scheduling are analyzed for cognitive radio nedsvor the corresponding average capacity are derived (Proposi-
In [26], a spectrum aware routing algorithm for multi-hop  tion 3).
cognitive radio networks is proposed with the consideratio e It is shown that channel switching among more than two
of the channel switching overhead. different channels is not optimal, and an expression for
Although the channel switching problem has been inves- the maximum average capacity of the optimal channel
tigated from various perspectives, no studies in the ltera Switching strategy is presented (Proposition 4).
ture have considered channel switching for average capacite Conditions are specified for the cases in which the opti-
maximization in the presence of channel switching delays. | ~ mal strategy corresponds to the exclusive use of a single
this study, the optimal channel switching strategy is psmub channel or to channel switching between two channels
for average capacity maximization under power constraints (Proposition 5 and Remark 4).
and considering a time delay for each channel switching
operation during which data communication cannot be per-
formed. After presenting an optimization theoretic formu-
lation of the proposed problem, an equivalent optimization Consider a communication system in whi¢h different
problem is obtained to facilitate theoretical investigat. It channels are available in the communication link between
is observed that consideration of channel switching delagstransmitter and a receiver. The channels are assumed to
leads to significant differences in the formulation and gsed  introduce independent additive Gaussian noise with canhsta

Channel 1

Il. SYSTEM MODEL AND PROBLEM FORMULATION



spectral density levels over the channel bandwidtiisis transmitter and the receiver set their parameters for tise fir
assumed that the spectral density levels and the bandwidthannel to be utilized (i.e., they switch to the same channel
of the channels can be different in general. The transmitt@nd this process is assumed to take a time durafign
and the receiver can switch among thésechannels in order seconds, which is called thehannel switching delay (cost)

to enhance the capacity of the communication system. Buring 7., seconds, there is no data communication and
any given time, only one channel can be utilized for theonsequently no power is transmitted. Then, data trangmiss
transmission and the transmitter informs the receiver ebaarts and lasts for a certain time duration based on the
which channel is occupied for the given time so that themployed strategy. Next, the transmitter and the receiver
transmitter and the receiver are synchronized [12], [21g]. E switch to the second channel to be utilized, which againgake
illustrates the system witl™ different channels with possibly 7. seconds, and then data communication occurs over that
various bandwidths and noise levels. In practice, the trarchannel for a specified time. The process continues in this
mitter can perform communication over one channel for manner according to the employed channel switching styateg
certain fraction of time; then, it switches to another clelnnwhich may utilize a subset of all channels in general. For
and continues communication for another fraction of tinmgl a the next period ofl; seconds, the optimal channel switching
so on. This scenario is applicable for cognitive radio ayste strategy is calculated again according to the new channel
in which a secondary user utilizes multiple available fremgy characteristics, and communication continues in the same
bands that are not in use by primary users [30], [31]. Hendashion as described above.

secondary users can improve their average channel capaci'% Fig. 2, a sample time frame structure is presented for

by gmploylng the channel switching strategy proposed is ﬂEhannel switching ovet channels. In this case, the transmitter
Stlfl_r?" . tivation behind th ¢ indle ch %Pd the receiver communicate durid,; seconds. In first
€ main mofivation benin € use ot a singie chann 4 seconds, the channel switching strategy is to communicate

at a time is to realize a system with low cost/complexit)bver channel and channes for T andT} seconds, respec-
Since the channels considered in the system model in Figti\}ely where T} + T} = Tj. Beflore the3 data transmission

have different center frequencies which can be dispersed O¥ver each channel, there exists a channel switching time

a c\?/'de range gg fresqluenc_leslm generalil_(e.g., mf C.ogg"t“f%ost) of T, seconds, which is required for the transmitter
radio systems [ ! [. D, S|mut_aneous ut |_zat|on of ol nd the receiver to set their parameters for communication
channels requires either multiple RF units (one for ea%l er the desired channel. During the secdidseconds, the

channel) at the transmitter and the receiver, or single %ommunication is performed over only chanrefor a time
units that operate over the whole possible range of freqeency, .o«ion of 72 seconds. wherg2 — T,, and there is no
2 ’ 2 — ’

("T." over afver)l/.vxildehband:vﬁtﬁ);’here:}grﬁ, S|mu:taqeouschannel switching to another channel in this case. Finally,
utilization of multiple channels leads to high complextyst channelsl, 2 and 3 are utilized for the communication in the

compared o the use of one chann_el atatime. In the_ latttey g gtTd seconds. It is important to note that it is not necessary
the single RF units at the transmitter and the receiver can Sutilize all the channels in a given channel switchingtets.

designed for a relatively narrowband scenario, and only ope. example, channel is not utilized in any of the channel
channel is used at a time by tuning the filters and ampliﬁersé@vitching strategies in Fig. 2

the RF units and adjusting the upconversion/downconversio
frequency according to the employed channel [32], [33]. Let B; andN;/2 denote, respectively, the bandwidth and the
In fact, if the frequency bands of two channels are adjaceffinstant power spectral density level of the additive Ganss
to each other, they can be treated as a single channel witRase for channel, wherei € {1,..., K'}. Then, the capacity
larger bandwidth if the total bandwidth is within the opargt Of channeli is expressed as
range of the RF components. Hence, the theoretical anatysis
the manuscript is also valid for scenarios in which two (iirult Ci(P) = Bilog, (1 +
ple) such frequency bands (channels) are used simultaiyeous )
In that case, all the theoretical results would hold by uipdat Where P represents the average transmit power [34].
the definitions of the channels. The main aim of this study is to characterize the optimal
In the considered system model, before data communicatigtannel switching strategy that maximizes the average ca-
commences, the transmitter determines a channel switchingeity of the communication system in Fig. 1 under average
strategy that will be employed during a time durationTf and peak power constraints and in the presence of channel
seconds and informs the receiver about the channels to dvditching delays. To that aim, channel time-sharing (cleann
utilized and the respective utilization times accordinghat switching) factors are expressed &s = %, AR 2 i;_{;
strategy. It is assumed that the channel characteristiasotlo where 7; denotes the amount of time allocated for channel
change durindgl; seconds. To start data communication, the and 7, is the duration over which the channel switching
1The additve Gaussian channel is an accurate model in theempce strategy Is .employed. In addItIOE,é Z;S Is defined as the
of thermal noise. In addition, it can also be employed in thespnce Channel switching delay faCtpand()‘i_gS]I{A»O} represents
of interference and jamming if they can be approximated byausSian the fraction of time when channélis used for communica-
distribution; e.g., multiuser interference due to a largenber of users with tion, where}l{,\po} denotes the indicator function, which is

similar power levels and Gaussian jamming [27]-[29]. . . .
2In this case, very high rates would be required for analedigal equal tol if A\; > 0 and 0 otherwise. Then, the followmg

converters, which would lead to increased cost and high pesesumption. optimal channel switching problem is proposed for capacity
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Fig. 2. A sample time frame structure of a communicationeysin which transmitter and receiver can switch amdnchannels.

TABLE | for the optimal channel switching strategy. To achieve saich
SYMBOLS AND THEIR DEFINITIONS formulation, the optimization problem in (2) is first contest
_ into another problem, the solution of which achieves the
Symbol Definition same maximum average capacity as (2) does. In the following
K Number of channels in the system proposition, this alternative optimization problem is sgeted.
B; Bandwidth of channel o . )
N; Noise power spectral density level for channel Proposition 1: Define setd as 4 = {1, .. .,K}.and let
EZ Channel switching delay factor P(A) _denotg the power set of sdt Ther_1, the solution of Fhe
P Peak power limit following o_pt|m|z§t|on problem results in the same maximum
pl P - value that is achieved by the problem (@)
Py Average power limit
P, Average transmit power allocated to chaninel K
Ci(P) Capacity of channel for average powepP max  max max Z(V& —¢)Cs,(Ps,)

KeA SeBR {v,. P M, T

maximization in the presence of channel switching delays: K
" subject IOZ(V&- —e)P,, < Py,

K =1
Iy, )\i — Ci Pz . I
DR, ; 00y i =€) GilR) Py, €[0,Pul, Vi€ {L,...,K}
K K -
subject tOZ]I{/\i>0} ()\i_E)BSPaV7 ZV&: =1, Vs, 2 €, ViE{l,...7K} (3)
=1 =1
Py e[0,Py], Vie{l,...,K}, wheres; represents théth element of se$, and BX is defined
K as
/\izl,/\iE{O}U[E,l],ViE{L...,K} - .
; BX 2 {xeP(A)||x| =K} (4)
2

for K € {1,..., K}, with |x| denoting the cardinality of set
where C;(P;) is as in (1),P; is the average transmit powery.

allocated to channel ;i denotes the peak power limit, and  pyoof: Please see Appendix A.

P,, represents the average power limit for the transmitter. It In the optimization problem in (3), parametét indicates

?S assu(;nehd tf:jaPav <thkhand OI <€ ; 1. clj:rlom (2)’hit t%je number of employed channels in a channel switching
Is note t__at ue tq t_ € channe _SW'tC Ing defay, a chaniy ategy; that is, the optimization is performed for all gibke
can be utilized only if its time-sharing factor is larger thar

numbers of employed channels explicitly. In this way, the
equal to the channel switching delay facter,In addition,e . Ploy Xplcry .

fracti b qf both th ) hsmdindicator functions in (2) are removed. Since there eXist
ractions are subtracted from both the average capacity available channels in the system, the optimization prokilem

average poyver_terms since no data tran_smission occurs_gdu_r requires a search over all possible value&of A, where
](c:har;_nel _swﬂghmg. Itf Shogk: be emph?saed th”at the Q:’pgt'A ={1,...,K}. For eachK, set BX in (4) consists of the
unction in (2) is referred to as the *average” capacity USats that are subsets of sétwith K elements; that isp*

tq the averaging operation over time, .cor?5|der|ng the use coorresponds to all possibl& combinations ofK different
different channels and the channel switching delays. 2

. channels. HenceBX consists of(£) sets. For example, if
For convenience, the symbols that are frequently use(q &b - (K) P

_ o K _
throughout the manuscript are summarized in Table I. K =3 and K = 2, then B o {{1’2}’{1’3_}’{2’3}}'
For each element oB%, which is denoted bys in (3), the

optimization is performed ovevs,, Ps, } £, wheres; selects
. OPTIMAL CHANNEL SWITCHING WITH SWITCHING  the jth channel inS andv,, and P,, denote, respectively, the
DELAYS time-sharing factor and the average transmit power akatat

In its current form, the optimization problem in (2) isto channels;; i.e., theith employed (selected) channel.
difficult to solve in general since it is not a convex optintiaa The optimization problem in (3) is not only more convenient
problem and requires a search ove2/d dimensional space. than the one in (2), which involves indicator functions, also
Therefore, our aim is to derive an equivalent formulation déads to simpler formulations of the optimal channel switgh
the problem in (2), which leads to a low-complexity solutioproblem. To that end, the following proposition provides a



scaled and more compact version of the optimization problem is, K > 2. Then, the following optimization problem is
in (3), the solution of which achieves the same maximum obtained:
average capacity as (2) and (3) do.

Proposition 2: The optimization problem ir{3) can be Cuss = max max max (1 —KE)ZMS C,,(Ps)
expressed in the form of the following optimization problem KeA\{1} SeBE {u,, P, }K | S
& R P
max max max (1 - Ks) Zusi Cs, (Ps;) subject tOZHSiPSi S /=
KeA SeBK {I‘l‘si’PSi}fil p— i=1 (1 — KE)
P ) _
) P P, €1]0,Py], Vie{l,....,.K
subject tOZMsiPsi < —— s 0, P { )
i=1 (1 — KE) . ~
i > g =1, pe, 20, Vie{l,..., K}
P, €0,Pl, Yie{l,...,K} i=1
_ ~ 1
K _ K< = 9)
ZﬂsizlauSiZOvVie{lv""K} <
i=1 The solution of the optimization problem in (9) results in
K< 1 ) the maximum average capacity that can be achieved by

employing at least two different channels. In general, it is
difficult to obtain the solution of (9). Therefore, further
analysis is performed in the remainder of this study to
obtain the optimal solution of (9) with low computational
complexity.

where A, BX, ands; are as defined in Proposition 1.
Proof: Please see Appendix B.
The optimization problem in (5) can be separated into two
optimization problems based on the valuefofas follows:

« Case-1 (Single Channel)For the case in which a single  Based on Case-1 and Case-2, the solution of (5) corresponds
channel is employed for communication, thati,= 1, to either the single channel strategy or the channel switch-
the optimization problem in (5) can be stated as followsag strategy. LetC,.; and C.s denote the solutions of the

max max (1 —e) s, Cs, (Py,) optimization problems in (7) and (9), respectively. Thdre t

SEB! ps, Py, solution of (5) can be calculated as
. Pav
SUbjeCt topLs, P51 < (1 6) max {CSC57 Ccss} . (10)
P,, €0, Py As discussed in Case-1, the optimal single channel strategy

has a simple closed-form solution. However, it is difficult
to solve the channel switching problem in the form of (9).
e<l1 (6) Therefore, the following proposition is presented to sifgpl

where B = {{1},{2},....{K}} and s; denotes the the optimization problem in (9).

(first) element ofS. The optimization problem in (6) Proposition 3: Assume thaf{ > 2 channels are employed
achieves the maximum average capacity that can ive the channel switching strategy and < 1/K holds.
obtained by employing a single channel during dafBhen, the maximum average capacity achieved via the optimal
communication. This approach corresponds to the casteannel switching strategy ovéd channels can be expressed
of no channel switching and is easily solvable by usings

/Ls1:1a Ns120

simple algebra. Le€’s.s denote the solution of (6). Then, Poe _p )
the achieved maximum capacity via the optinsaigle ~ max (1 - Ke) (% Cmax(P1)
channel strateggan be expressed as Pre[12, Po e
P K o ﬁ’2€[0, Pa"a)
Cses = max  (1—¢)C (min {L,Ppk}> Y(K) = p
1e{1, K} (1-¢) i Cmdx(P2)>, if Lo < Py
(7) P —P,
and the channel index: employed in this strategy can (1 = Ke) Conax(Po) otherwise
be obtained as (11)
m = arg max C) (mm{ P, ,Ppk}> ® where Ch.x (P) is defined as

le{l..K} (1-¢) Conax (P) £ max{C1(P),...,Cx(P)} . (12)
In the optimal single channel strategy, it is optimal to use _
all the available and attainable powarin{(f%s), Poi} Proof: Please see Appendix C.
over a single channel singg;(P) in (1) is a monotone  Remark 1: For the case ofP,, /(1 — Ke) > Py in (11),
increasing and continuous function. the average capacity ((fl — f(s) Chax(Ppk) can be achieved

« Case-2 (Channel Switching):Consider the optimization by the following approach: First, switching to the best chah
problem in (5) in the presence of channel switching; th#éltat achieves the maximum capacity for power lebgl and



transmitting at power leveP, over that channélfor_a time of (13), can be expressed as follows:
fraction of (1 — Ke); then, switching among anyK — 1)

channels, except for the best channel, without transrgitimy 0, ife> 3

power (i.e., by only consuming a time fraction ofor each (1= 26)Crnax(Ppr),  if e < 4 andfe > Py
channel). As will be proved towards the end of this section, Lo Loy _p, o P

it is always better to employ a single channel and not tor,  — Ple[l}l%ippk]( - 2) P, —D, max (F1)

perform channel switching in the caseRf, /(1— Ke) > P,y.

. : e Prel0, {2
Hence, the solution of the optimal channel switching prable €0 2%)

in (5) does not correspond tl — Ke) Crax(Ppx) for K > 2. +P;3—7%% Cinax(P2) |, otherwise
Therefore, the approach in this remark is optimal only under e
the condition thatKX" > 2 channels are employed, but not (15)

optimal for the overall problem irg5). Proof: Please see Appendix E

Proposition 3 provides a significant simplification for the Based on Proposition 4, the optimal channel switching
solution of the optimization problem in (9) and leads tstrategy can be specified in various scenarios. For the first
the following formulation for the optimal channel switchin scenario in (15), i.e., foe > 1/2, C.ss = 0 since channel

strategy (Case-2): switching is not feasible, as noted from the constraint 8).(1
- Fore < 1/2 and P,, /(1 — 2¢) > Py, the solution of the
KSR)EI} V(K) optimal channel switching problem is to transmit at power
-1 level P, over the best channel (that achieves the maximum
subject toK" < - (13) capacity for power leveP,y) for a time fraction of(1 — 2¢),

_ ) “then switching to another channel and not transmitting any
wherey(K) is as in (11). Compared to (9), the problem iower (i.e., by consuming a time fraction ©f, which results
(13) has significantly lower computational complexity ®ncin ¢ = (1 — 26)Cinax(Ppx) (See Remark 1). Finally, for
its search space is only two-dimensional for each feasible . 1/2 and P, /(1 — 2¢) < Py, the achieved maximum av-
(see (11)) whereas a search overfd dimensional space is erage capacity can be calculated based on (65) in Appendix C
required in (9) for eachi K, S) pair. aSClss = (1—22) (1" Conax (P) + (1 — 1) Cnax (), where

Towards the aim of specifying the solution of (13), thd’ and P are the optimizers of the maximization problem
following lemma is presented first, which states a useftil (15),

inequality for Cpax(+) in (12). - - -

quality (-) in (12) M*_<Iiav _P;>/(P1*_P2*)’ (16)
Lemma 1: Let Chax(P/a) and Cyax(P/S8) denote the 1—2¢

capacities of the best channels for power levélsa and and the optimal channel switching strategy is to switch be-

P/, respectively, where,,., is as in(12), a, f € (0,1) tween channel and channej with power levelsP; and Py,

and P > 0. Then, the following inequality holds fer > respectively, whereé andj are given b§

r P i = arg max Cy(P; 17

acmax <E> > chax (E) (14) le{gl K} l( 1) ( )

i = arg max Cy(P}). 18

Proof: Please see Appendix D. J le{gl LK)} 1(F) (18)

It is noted that althouglC,,., in (12) is not a concave Remark 2: It is important to note that* in (16) and
function in general (cf. Fig. 3), the inequality in (14) alyga 1 — p* do not directly correspond to the time-sharing factors
holds due to the fact that the capacity curve for each chdanetlefined in the optimization problem i). In terms of the
nonnegative, concave, monotone increasing, and continuouwnotation of the optimization problem i), the optimal time-

In the following proposition, a general solution for (13) isshanng factors, denoted by and\j, for the optimal channel

. e . >/ Sswitching strategy between channeind channelj can be
provided, and it is shown that the optimal channel switchi 9 9y /

n . . . ..
strategy (Case-2) corresponds to switching between twoeof tfcr) ct,?,'g;ﬁo?,aze;son the transformations in Proposition 1 and
channels.

Proposition 4: The optimal channel switching strategy Ai=(-2e)u" +e (19)
(Case-2) is to switch between two channels; that is, switghi Ay=01-2)1—p")+e (20)
among more than two channels is nqt optimal. In ad_ditiOWhere ©* is as defined in(16). Since the optimal channel
the maximum average capacifys achieved by the optimal g\ iiching strategy is to switch between two channels agdtat
channel switching strategy, which is obtained as the sofuti; Proposition 4 \f = 0 for k € {1,..., K} \ {i,j}.

Next the solutions of the optimal single channel strategy

in (7) and the optimal channel switching strategy in (15) are

3In the case of multiple channels that achieve the maximunadatypfor 4In the case of multiple maximizers in (17) or (18), any of theam be
power level P, any of them can be chosen as the best channel. chosen for the optimal strategy.



considered together. Overall, the optimal strategy cpords monotonicity, and concavity are also employed since Lemma 1
to one of them, which achieves the higher average capacisyutilized (see Appendix D and Appendix E). For example, the

as expressed in (10).

capacity of a discrete memoryless channel (not necessarily

. If ¢ > 1/2, then the optimal single channel strategfpaussian) with average transmit power constraifitis a
outperforms the optimal channel switching strategy siné¥ndecreasing, concave, and continuous functio#” ¢85].

Cyes in (7) always satisfie€’;.s > 0 whereasC.ss = 0
in this case.

If e <1/2 andP,, /(1 — 2¢) > Py, then the following
expressions can be obtained f0y:

Cus = (1—2) (Omax< & >H{

av
a— P,
1—¢ e

<P}

For the case of: < 1/2 and P, /(1 — 2¢) < Py,

the following result can be obtained in a similar fashion to
Proposition 2 of [20], which presents a sufficient condition
for the optimal single channel strategy to achieve a higher
average capacity than the optimal channel switching sgtyate

Proposition 5: Suppose that < 1/2 and P, /(1 — 2¢) <

P, hold, and Cyax(P) in (12) is first-order continuously

+ Conax (Pt pav = p ) (21) differentiable in an interval aroundP,,/(1 — 2¢). Then,
{r2e2 P} the optimal single channel strategy outperforms the ogtima
> (-2 (cC Py, I channel switching strategy in terms of the maximum average
max \ Tz ) {2 <Puc} capacity if
B+ log, e
+Cmax P H av ) 22 — Lav ’ 2
Bl aesry ) (22) P P ) TN, B T Py
Z (1 — 26) (OmaX(Ppk)]I{%<Ppk} > Cmax P - Cmax Pav (27)
- 1—2¢ 1—2¢
Cmax P I[ av 23 .
+ (Poi) {flaszk}) (23) for al P € [0,(1 — 2)Py, where i* =
= (1 - 25) Cmax(Ppk) (24) arg max;e{1,. .. K} Cl(ljé,s) .

where the equality in (21) is obtained from (7), the
inequality in (22) follows from (14) in Lemma 1, the
relation in (23) is due to the conditidR,, /(1—2¢) > Py
and the monotone increasing property @f,... in (12),
and the final expression in (24) follows from the defini
tion of the indicator function. From (21)-(24), is obtained®

Proof: Please see Appendix F.
Based on Proposition 5, if the condition in (27) is satisfied

for the case ofe < 1/2 and P,,/(1 — 2¢) < P, and
Cmax(P) in (12) is first-order continuously differentiable in
an interval arounq%, then the optimal strategy corresponds

the optimal single channel strategy and there is no need

that Cus > (1 — 26)Crmax(Por) = Cess; that is, the for channel switching. Otherwise, the optimal strategynodn

optimal single channel strategy achieves a higher aver

Abeedirectly determined and it requires the comparison of the

capacity than the optimal channel switching strategy fGV€rage capacities obtained by the optimal single chamtel a

e<1/2and P, /(1 —2¢) > Pp.
Finally, for the case of < 1/2 andP,, /(1 —2¢) < Py,

the optimal channel switching strategies.

Remark 4: Overall, the solution of the optimal channel

the optimal strategy is either the single channel strateéWitC.h_ing problem in the presence of switching delays can be
or the channel switching strategy, and the achieved masRecified as follows:

imum average capacity is expressed as
Con? = max {Cscs, Cess | (25)

where Cys is as in (7) andC.s can be calculated as
specified in (15), namely,

Pav D

1—2c P 5
- max (1 —-2)| =———— Chnax(P1)
P]E[%;Ppk] P — P
]SQE[O,IPEQ'E)

P P i

+ =L Crun(P2) ). (26)
P - P

Remark 3: The fact that the optimal single channel strat-
egy outperforms the optimal channel switching strategy for
e > 1/2 is valid not only for the capacity metric iifl)
but also for any performance metric that is a nonnegative
function of the average transmit power. Similarly, the iegu
Proposition 3 can be extended for any performance metric
that is a continuous and bounded function of the transmit
power P for P € [0,P,]. On the other hand, in the
proof of Proposition 4, additional properties of nonnegdti,

e If e > 1/20rif ¢ < 1/2 and P, /(1 — 2¢) > Py,
then the optimal strategy is to transmit over a single
channel, which has the maximum capacity for power level
min {(f%), Py} (see(7) and (8)).
If e <1/2 and P, /(1 — 2¢) < Py,

— if Chax(P) in (12) is first-order continuously dif-
ferentiable in an interval around?,, /(1 — 2¢) and
the condition in(27) holds, then the optimal strategy
is to transmit over a single channel, which has the
maximum capacity for power levél /(1 —¢).
otherwise, depending on which one achieves a higher
average capacity, the optimal solution is either trans-
mission over a single channel that has the max-
imum capacity for power Ieveinin{(lp%e),Ppk}
or channel switching between chanrieind chan-
nel j with time-sharing factorsA\? (1 —

25)(11?55—]5;) /(P; — P§) + ¢ and X=1-
Ao=(01-2) (Pl*_ 1%55)/(15;_15;)“1-6 (see

Remark 2) and power levely* = P; andP; = Py,
respectively, wheré and j are given by(17) and
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Fig. 3. Capacity of each chanrlel|2versus power, Wlilélfe: LMHz, By = £ig 4. Average capacity versus average power limit for thtneal channel
5 Nll'll% Bz = 10MHz, Ny =107 "* W/Hz, N2 = 107" W/Hz, andN3 = switching and the optimal single channel strategies forsttenario in Fig. 3,
107 W/Hz. where P, = 0.1 mW.

(18), and P; and P; are the optimizers o{26).
strategy forP,, € [0,0.0332]U[0.0582,0.1] mW. From (15) in
Proposition 4, the behaviour of the optimal channel switghi
strategy with two channels in Fig. 4 can be explained as
In this section, numerical examples are presented to fi®lows: For P, /(1 —2¢) > Py; that is, for P, > 0.08 mW,
vestigate the effects of the channel switching delay on tii&s in (15) is given by(1 — 2¢)Chyax(Ppk) = 0.8Chax(0.1).
proposed optimal channel switching strategy, and to comp#pn the other hand, foF,, < 0.08 mW, C. is calculated
performance of the optimal channel switching and optim&lom the third expression in (15). In a similar fashion, lshse
single channel strategies in terms of average capacity-masi (11) in Proposition 3, the optimal channel switching
mization. Consider a scenario wifki = 3 channels where the strategy with three channels achieves an average capdcity o
bandwidths and the noise levels (cf. (1)) are giveny= (1 — 3¢)Chax(Ppk) = 0.7Cax(0.1) for P,, > 0.07mW and
1MHz, B, = 5MHz, B; = 10MHz, N; = 10~"2W/Hz, Yyields the average capacity obtained from the first expoassi
Ny = 10~ W/Hz, and N3 = 10~ W/Hz. Suppose that thein (11) for P,, < 0.07mW. In addition, in accordance
peak power constraint and the channel switching delay factwith Proposition 5, the optimal strategy is the optimal #ng
in (2) are set toP,, = 0.1 mW ande = 0.1, respectively. In channel strategy foP,, € [0,0.0176] mW since the condition
Fig. 3, the capacity of each channel is plotted versus powsr(27) holds forP,, € [0,0.0176] mW.
based on the capacity formula in (1). For the scenario in&ig. In order to investigate the optimal strategy in Fig. 4 in more
the proposed optimal channel switching strategies and tfitail, Table Il presents the solutions of the optimal st
optimal single channel strategy are calculated for varmus for various values of the average power limi,,. In the
erage power limits K,,), and the achieved maximum averageable, the optimal solution is represented by paramexérs
capacities are plotted versi, in Fig. 4. As discussed in the P, Py, i, andj, meaning that channélis used with time-
previous section, the optimal single channel strategyea€isi sharing factor\* and powerP;, and channej is employed
a capacity of(1 — &) Cax (¢), Whereg £ min{(lp%), P, ¢ with time-sharing factoi — \* and powerPy. From Table I,
andChax (¢) = max{C1(¢), C2(¢), C3(¢)} in the considered it is observed that the optimal channel switching strategi w
scenario. It is observed from Fig. 3 and Fig. 4 that..(¢) = two channels is the optimal strategy f6%, = 0.04 mW and
C1(¢) for Pay € (0,0.0426) MW and Cax(¢) = Cs(¢) for Pay = 0.05mW, where switching between channeland
P,, € [0.0426,0.1] mW; that is, channel 1 is the best channethanneB is performed. For the othef,, values in Table II, it
up to P,, = 0.0426 mW, and channel 3 is the best after thals optimal to employ the optimal single channel strategyofhi
power level. Among the optimal channel switching strategiéchieves higher average capacities than the optimal channe
discussed in the previous section, it can be observed frgitching strategy.
Fig. 4 that the optimal channel switching strategy with two To provide benchmarks on the performance of the pro-
channels outperforms the optimal channel switching gisateposed optimal channel switching strategy, two scenaries ar
with three channels for alP,, € [0,0.1] mW in accordance considered: In the first one, the optimal channel switching
with Proposition 4. Overall, the optimal strategy is to eaypl strategy is performed in the absence of channel switching
the optimal channel switching strategy with two channetls faelays (i.e.e = 0), which leads to an upper performance limit.
P,, € (0.0332,0.0582) mW and the optimal single channelin the second one, a lower performance limit is obtained by

IV. NUMERICAL RESULTS



TABLE Il

OPTIMAL STRATEGY FOR THE SCENARIO INFIG. 3, WHICH EMPLOYS 10 P
CHANNEL ¢ AND CHANNEL j WITH TIME -SHARING FACTORSA* AND e
(1 —A*) AND POWER LEVELSP}* AND Pj, RESPECTIVELY. or \,/ ;"
8l ‘,‘/\' . . ,/ 4
P MW X [P =3[ P [j 7 7t B il ]
0.01 — — | = 1 0.0111 [ 1 s .l e il |
0.02 - - | - 1 0.0222 | 1 g i P
0.03 — - | = 1 0.0333 | 1 § 5r P LT ]
0.04 0.4026 | 0.1 | 3 || 0.5974 | 0.0196 | 1 g af P it ds |
0.05 0.527 [ 0.1 ] 3 0.473 0.0196 | 1 g sl ¥ e |
0.06 - S - 1 0.0667 | 3 <
0.07 - - - 1 0.0778 3 il s Optimal Strate |
0.08 - - - 1 0.0889 3 I == Ogtimal Strategz (Delay Free) N
0.09 _ _ _ 1 0.1 3 = = = Optimal Strategy (Assuming No Delay)
0.099 _ _ _ 1 0.1 3 0o 0.02 0.04 0.06 0.08 0.1
P, (mwW)

Fig. 5. Average capacity versus average power limit for thénual strategy
designing the “optimal” channel switching strategy withthe in the absence of channel switching delays=(0) and the optimal strategy
consideration of channel switching delays (i e assum-"ag without considering channel switching delays £ 0.1), together with the

. . . y e proposed optimal strategy for the scenario in Fig. 3, whegg = 0.1 mW
¢ is zero even though it is not). This scenario correspondsdgy: — 0.1.
the use of the approach in [20] (which is optimal foe 0) in
the presence of channel switching delays. Fig. 5 preseats th

average capacities achieved in these two scenarios, &ge

with that achieved by the proposed optimal strategy obthin ‘ " [= = = Optimal Single Channel

from (2) for the system in Fig. 3, wher&,, = 0.1mW ] R Rk Optimal Channel Switching with 2 Channels||
ande = 0.1. For the calculation of the average capacitie e Gy S iching i 3 Channes

achieved by the “optimal” strategy without the considemnati _ BRI - - - Optimal Strategy (Assuming No Delay)

of channel switching delays, the problem in [20] is solve és, ‘\"/,f,f\,\ |
first, and then the obtained solution is substituted into tt = VoA

objective function in (2). Namely, if\*, Py, and Py denote §4, AR |
the solution of [20], the maximum average capacity obtaine © % "\

via the strategy in which the delays are neglected is given §3' v il
max{\* — €,0}Crpax(P;) + max{l — \* — ,0}Crpax(FP5). = Al s \'\, |
On the other hand, the maximum average capacity achie\ B

by the optimal channel switching strategy in the absence 1t 5N :‘\ : ]
channel switching delays (i.e., fer= 0) can be expressed as - AR

A* CmaX(Pl*)‘i‘(1_)‘*)CmaX(P2*)- Based on these strategies, i oo 0f1 ofz ofsz ot4 &5 oﬁ..e o; 38 39 1
is observed from Fig. 5 that the optimal strategy in the abser €

of channel switching delays outperforms the other straggi

hence, presents an upper limit, as expected. In additi(fr’rg_. 6. Average capacity versus channel switching delayofafor various

the delay-ignorant strategy (i.e., assuming no de|aysm(mancI)Dpt|m_alosltrat\?\?|es for the scenario in Fig. 3, whé?g, = 0.05mW and

achieve a higher average capacity than that achieved by (2§ m

(i.e., the proposed approach) due to the inefficient use ef th

average power and the optimization of the channel switching

factors and power levels based on an unrealistic setting. @ersus the channel switching delay facte) {(n Fig. 6 to

the other hand, the proposed optimal strategy obtained framvestigate the effects of the channel switching delaydiact

(2) takes into account the fact that no data transmission the average capacity. The average power limit and the

occurs during channel switching and consequently no powsgak power constraint in (2) are set #, = 0.05mW

is transmitted. Therefore, it optimizes the channel sviiigh and P,x = 0.1 mW, respectively. From Fig. 6, it is noted

factors and power levels by using the average power efflgienthat, in accordance with Proposition 4, the optimal channel

It is also noted that the abrupt behavioral changes in tbwitching strategy with two channels achieves a higheramgeer

average capacity curve of the delay-ignorant strategy recceapacity than the optimal channel switching strategy with

due to the change in the number of channels employed in tiheee channels whenever channel switching is feasible; i.e

strategy and the decrease in the efficiency of average power 0.5. Fore € (0,0.134), the optimal strategy is the optimal

usage. channel switching strategy between two channels, whereas
Based on the scenario in Fig. 3, the maximum averatfee optimal single channel strategy is the overall optinoal f

capacities for the strategies specified in Fig. 4 are plottede [0.134,1). It is important to note that the behavioral
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TABLE Il switching also for practical modulation schenies.
OPTIMAL STRATEGY FOR THE SCENARIO INFIG. 3, WHICH EMPLOYS
CHANNEL ¢ AND CHANNEL j WITH TIME -SHARING FACTORSA* AND
(1 —A*) AND POWER LEVELSP]* AND Pj, RESPECTIVELY.

V. EXTENSIONS

£ TP a=x)] P [j
0.05 104526 | 0.1 | 3 0.5474 | 0.0196 | 1 In this study, the optimal channel switching problem is
0.1 0527 1 01 3 0.473 0.0196 | 1 investigated for a single user. In the presence of multipkrsy

0.2 _ N 1 0.0625 | 3 the results in this study can be extended in various direstio
0.3 — N 1 0.0714 | 3 First, if orthogonal resource allocation is employed suwdt t

0.4 — — 1 0.0833 | 3 each user utilizes a different channel at a given time, then t
0.5 — — | = 1 0.1 3 results in this manuscript would still hold. In such a scemar
0.6 — — | = 1 0.1 3 a central unit can provide coordination by informing eacérus
0.7 _ _ | = 1 0.1 3 about the available channels for that user in each time frame
0.8 — N 1 0.1 3 Secondly, if users are allowed to employ the same channels
0.9 — — | = 1 0.1 3 and possible interference to a user is modeled by a Gaussian

noise process, then the channel switching problem in (2) can
be extended for nonorthogonal resource allocation, as \rell
this case, when a user wishes to commence communications
over the available channels, it first performs spectrumisgns

change in the average capacity curve of the optimal strat determines the interferen.ce I_evel in each channel.,Then
ate = 0.5 is observed due to the peak power constraiffi€ capacity of each channel is given by

in (2). SinceP,,/(1 —¢) > Py for ¢ > 0.5, the optimal P )

strategy achieves an average capacity(Df- &)Crax (P Ci(P) = B;log, <1 + m) bits/sec  (28)

by allocating all the available and attainable power to ah is th | densitv level of the interf q
single channel and transmitting over this single channéfherel; is the spectral density level of the inter erence (due

For comparison purposes, Fig. 6 also presents the aver éhe othgr users) in channéland the othe_r parameters
capacity achieved by the “optimal” strategy which assumé e as_deflned for (2). When the char_mel swnchl_ng problem
no channel switching delays and optimizes the parametdis(2) iS solved based on the capacity expression in (28),
accordingly [20]. It is noted that this strategy is outpenfied the solutllon corresponds to the_ optlmal channel svy|tch|ng
by the proposed optimal strategy, which takes into acco ategy in the.presence of mulpuser interference. Sihee t
the channel switching delays. Fig. 6 clearly points out tha{r_upture of this new problem is the same as that of the
the consideration of channel switching delays in the Sgwteorlgmal problem (cf. (1)), all the theoretical results 4po

design becomes more crucial for improved average capadiy® Scenario, as well. An example application for this se&n
as the channel switching delay factor increases. is"a cognitive radio system with the underlay approach, eher
a secondary user utilizes the channels of primary users as

Similar to Table Il, Table Ill presents the solutions corlong as it does not cause significant performance degradatio
responding to the optimal strategy for various values of tHer primary users [37, Ch. 2]. In that case, the secondary
channel switching delay factor. Far = 0.05 ande = 0.1, user performs channel (spectrum) sensing and determiees th
it is observed that the optimal strategy is to switch betwegmesence of primary users and the corresponding intederen
channell and channeB. For the others values satisfying levels. Then, the proposed optimal channel switching esgsat
€ > 0.134 in Table Ill, the optimal strategy is to transmit oveican be obtained as described above.
channel3 exclusively with power leveP; = P, /(1 —¢) for In case of non-orthogonal multiple access, fairness should
€ < 0.5 and P; = P, otherwise. be considered to satisfy certain average capacity reqainésn
rfqr all users. One way of achieving fairness is related to
(ﬁéue limitation of power levels over different channels satth
interference to users is limited; hence, no significant ciya
degradations are observed. In other words, for each user, th

aximum amount of power that can be transmitted over each
channel can be determined according to a fairness criterion
hich is set by a central unit. To provide a generic analysis
at covers various fairness strategies, f&trepresent the
maximum power that can be transmitted over channel
When a user wants to start communications over the available

In order to investigate whether channel switching can p
vide any benefits for practical modulation schemes, consi
the achievable capacity of the discrete-input continumutput
memoryless channel (DCMC) wittd-QAM signaling in the
presence of additive white Gaussian noise [36, eqn. (2B.2
for the scenario in Fig. 3. As an example, B, = 0.04 mW
ande = 0.1, the calculations show that when the optimat\fl\fI
strategy forP,, = 0.04 mW in Table Il (that is,\* = 0.4026,
P = 01mW, Py = 0.0196mW, ¢ = 3, andj = 1) is
employed for the achievable capacity 64-QAM [36], an
average achievable capacityio633 Mbps is obtained whereas
the optimal single channel approach yields an achievables'“s noted that this performance improvement is achievetiout perform-
capacity of 4.5819 Mbps. Hence, it is observed that it i ing specific optimization for the achievable capacity fimtcorresponding

) : : ) Sto a practical modulation scheme, which can be implememtebtain further
possible to achieve performance improvements via chanigrovements.
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channels, it designs the optimal channel switching styatsg obtained as

follows (cf. (2)): P, .
m = arg max C <min{—,min{B,Ppk}}> . (33)
le{1,...K} (1-¢)
max Z]I{A >0} (Ai =€) Cs(P;)
(ePE, S
K
subject to Y " Tix, 50} (\i —€)P; < Py, Case-2 (Channel Switching):In this case, the following
i=1 . optimization problem can be obtained:
P, € [0,min{P,, Py }], Vie{l,..., K},

K
K .
Cess = max max max 1 — K €
Zx\i=1, /\iE{O}U[E,l], ViE{l,...,K} RGA\{l}SGBk{Ns } Zl
1=1 ~
29 . i Pay
( ) SUbJeCt tOZ MS'LPSi <
whereC;(P;) is as in (28),P; is the power limit for channel i=1 (1 - KE)

1, and the other parameters are as in (2). In this way, fairness

. ; b P,, € [0,min{P,,, Pp}], Vi€ {1,....K
among various users can be achieved by adjusting the power o € [0;min{ Py, Po], Wi €4 }

limits of each user over different channels. K _ -
Zlusizl,,LLSiZO,\V/ZE{l,.--,K}
1=1
The results in the manuscript can be extended for the f(<1 (34)
problem in (29) as follows: Similar to Proposition 1, an €

alternative optimization problem to (29) can be obtained &ghere the parameters are as in (9). Based on Case-1 and Case-

in (3) by updating the definition of’,(-) and replacing 2, the solution can be calculated @six { Cscs, Coss }-
the peak power constraints with, € [O min{P,,, Py},

Vi € {1,...,K}. It can be shown based on similar arguments

to those in the proof of Proposition 1 that the alternative For the optimization problem in (34), the statement in

problem achieves the same maximum average capacity as (P3pposition 3 can be extended as follows: Assume that

Next, define the following function: K > 2 channels are employed in the channel switching
. A strategy ande < 1/K holds. Also, P,.. is defined as

Cy(p) £ {Ci(P), if P <min{P;, Pox} (30) Pumax = maXieq1 . k) min{P;, P, }. Then, the maximum

0, otherwise average capacity achieved via the optimal channel swigchin
for i € {1,...,K}, whereC;(P) is as in (28). Based on strategy over” channels can be expressed as
a similar approach to that in Proposition 2, the alternative _ P, -
optimization problem can be expressed as in (5) by replacing 5 }.Ejlxp (1 - Ka) }s 15 = Cinax (P1)
Cs,(Ps,) and Py, € [0, Py in (5) with G, (P,,) in (30) 16[14‘5}; max]
andP;, € [0, mm{PSZ,Ppk}] respectively. Then, the resulting,,(K) = Peel0, 155%)
optimization problem can be separated into two optimizatio +151~—1,~% e (By) i
problems in a similar fashion: Bi—P, maxii2
(1 — K¢) Crax(P), otherwise
Case-1 (Single Channel)in this case, the following opti- (35)

mization problem can be obtained: Whereémax(P) is defined as

géaB)% M?lli%l (1 =€) ps, Cs, (Ps,) émax(P) A maX{él(P),...,éK(P)} (36)
subject tojus, Ps, < (1Pa" ) and P is given by
— &
A A .
P,, € [0,min{P,,, P,y}] P = arg max Cinax(P) - (37)

pey =1, pg, >0
e<1 (31)

where the parameters are as defined in (6). €gt denote  The solution of the optimization problem in (34) can be
the solution of (31). Then(... can be expressed as obtained from (13) where)(K) is as in (35). In Aaddition,
the statement in Lemma 1 also holds for positVg.x(-);
,min{ P, pk}}) , it holds if P/« and P/ satisfy P/a, P/ € [0, Pnax]-
Then the optimal channel switching strategy is to switch
between two channels and the maximum average capagity
and the channel index: employed in this strategy can beachieved by the optimal channel switching strategy can be

Cis = max (1—¢)C (min{
le{1,....K}

Pay
(1-¢)’
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expressed, similar to Proposition 4, as follows: a nonnegative, concave, monotone increasing, bounded, and
continuous function of the transmit power. For example,-con

0, N ife> % R sidering a certain modulation/demodulation scheme, tlee-av

(1 —2¢)Crax(P), if e < §and{ > P age number of correctly received symbols can be defined as an
A e (1—22) %ig o (P ) alternative .performance met.ri(.:. S_ince, in Gaussian. cHanne
Cess =  Pre[ 25 Puas P —p, ~maxitl the probability of correct decision is a concave functiorhef

transmit power for many modulation types (for all modulatio
o types at high signal-to-noise ratios) [39], it can be shokat t
Lo Chmax(P2) |, otherwise the average number of correctly received symbols becomes
Pi=p a nonnegative, concave, monotone increasing, bounded, and
(38) continuous function of the transmit power. Therefore, ih ca
be shown that the results in Propositions 1-4 and Lemma 1

Based on (32) and (38), it can be obtained that the optimgdid for such a scenario, as well, and Proposition 5 can also
strategy corresponds to the optimal single channel sydteg pe extended.

e>1/20orif ¢ < 1/2 and P, /(1 — 2¢) > P. Otherwise,

the optimal strategy is either the single channel strategy o
the channel switching strategy based on the comparison of
the average capacities obtained from (32) and (38). OvétrallA. Proof of Proposition 1

is concluded that in the presence of generic power limits for et {\x, PY}E | represent the solution of (2) and defiaé

different channels for each user (due to a fairness critgrioas the maximum average capacity achieved by the optimizatio
the results in this manuscript are still valid with slight @0 problem in (2); that is,

ifications in the optimization problems and the statememts i K
the propositions. ¥ . X
- . . . C* =) Iy A —e)Ci(PF) . 39

Another way of providing fairness can be realized via the ; >0y (A7 — &) G (39)
joint optimization of the multiuser system. In that caseg th ) B
aim is to maximize the sum of the average capacities of tAYsO, define a set as
users under const_raints on the average capacity of eacftoser M2{le{l,....K} |\ >0} (40)
guarantee a certain average capacity for all users), theagee _ o ) N
power, and the peak powers. In general, it is quite difficuffhich consists of the channel indices with nonzero (pajtiv
to obtain the solution of this joint optimization problemime-sharing factors. Next, consider the following trameia-
Theoretical and numerical investigations of this problem ation:
considered as an important direction for future work. ve =M., Pro=Pr  Vie{l,...,|M[} (41)

]526[0-, 1P—a£’5)

APPENDIX

VI. CONCLUDING REMARKS wherem, represents théth element ofM, and |M]| is the

In this study, the optimal channel switching problem hagard?nality of setM. Then, the following relations can be
been investigated for average capacity maximization in t@dtained forC™:

presence of channel switching delays. First, an equivalent K

formulation of the optimal channel switching problem has Cr = ZH{A:>0} (Ai — &) Ci(PY)

been obtained to facilitate theoretical investigationker, i=1

the optimal strategy has been obtained and the corresppndin = Z (Ar, —e)Cnm(P) (42)
average capacity has been specified when channel switching meM

is performed among a given number of channels. Based on | M|

this result (and Lemma 1), it has been shown that optimal = Z(”;u —&)Cm,(P}) (43)
channel switching does not involve more than two different i=1

channels, and the resulting maximum average capacity R@sere the equalities in (42) and (43) are obtained from the
been formulated for various values of the channel switchirgfinitions in (40) and (41), respectively. Next, defiké as
delay parameter and the average and peak power limits. Thgn, 2 |M| and S* as S* = M. Then, the relation in (43)
the scenarios under which the optimal strategy corresptindsmplies that the optimization problem in (3) achieves for

the exclusive use of a single channel or to channel switching: g+ and{v., P= X (see (41)), where; denotes théth

between two channels have been specified. Furthermore, $lifiment ofs*.6 Hence (3) is guaranteed to yield the maximum

ficient conditions have been obtained to determine when tQ@erage capacity achieved by the optimization problem jn (2

optimal single channel strategy outperforms optimal clehnny,5¢ is,C* < C°, whereC® represents the maximum average
switching. Via numerical examples, the theoretical ressattd capacity achieved by (3).

the effects of chann.ellswitching glglays have _been illustkat Next, suppose thak®, S°, and {v2., P5 }51 denote the

The capacity metric in (1) specifies the maximum data rateg,
which can be achieved in practice via turbo coding or low
density parity check codes [38]. The results in this study ca enote that the constraints in (3) are satisfied fé*, S*, and
also be extended for any other performance metric that {is.., P } X,

lution of the optimization problem in (33, whesg denotes
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the ith element ofS°. Consider the following functions thatthan one channel is available for channel switching. Now,
map the solution set of the problem in (3) to the possiblmnsider an alternative solution, denoted By, S*, and

solution set of the problem in (2): {i, P~ {il where K* = 1, §* = {1}, 7 = 1 -5,
o Jug, ifiese _ and P;, = min { {25, Pok}- Then, the alternative solution
A= 0, otherwise’ Vel KE o (44) achieves an average capacity ©f,, 7%, Cs, (P2) = (1 —
o €) Cl(min{(f%s), P,x}), which is positive; hence, larger
P = {OP’ ' Ifﬂi < S ,Vie{l,...,K}  (45) than the one achieved b¥°, S°, and {7%, P%YE° . There-
;o OHenwise fore, K¢, $°, and{~%, P% }X, with 1 — K°¢ = 0 cannot be
Then, the following relations can be written for: optimal, which contradicts with the initial assumption.ride,
7o the solution of (50) must satisfy — K¢ > 0. Based on this
o — Z(Voo —£) Oy (P2) inequality, .5, is defined as follows:
= ) o 2 76,/ (1= Ke) (54)
= © —e)Cr(PS 46 . L ,
m;(}(’/m £) Cm(F) (46) fori € {1,..., K}. Thus, the optimization problem in (5) can
o . be obtained by substituting the new variables defined in (54)
= Z (A =€) Cn(Pn) (47) into the optimization problem in (50)-(53). |
meS?e
K
= Tiesoy (X —e) Ci(PY) (48) C. Proof of Proposition 3
=1 Under the assumption in the proposition, the optimization
K problem in (9) can be expressed far channels as follows:
= Z]I{k§?>0} (A; =) Ci(PY) (49) ]
1=1 K

max max (1 — I_(E) Z ts; Cs, (Ps,)

where the equality in (46) is due to the definition of Sét(see SEBK [, .Pu 3K, gt

(3)), the equalities in (47) and (48) follow from the mapping =
functions in (44) and (45), and (49) is obtained from the fact biect t p < Py

that Ay > 0 only for i« € S°. Based on the transformations subjec Oz;“si s = (1 _ f(g)
defined in (44) and (45} )¢, PP 1K | satisfies the constraints - , —
in (2) and the relation in (46)-(49) implies that (2) yieldet Py, €0, P, Vi€ fl,.... K}

average capacity af° for {\?, P?}X |; hence, it is concluded K _ _
that C® < C*. Overall, it is concluded that® = C* must Zﬂsl- =1, ps, 20, Vie{l,....,K} (55)
hold in order to satisfy botle* < C° andC*® < C*. [ | =1
Then, based on a similar approach to that in Proposition 1 of
pp p
B. Proof of Proposition 2 [20], the problem in (55) can be stated as
Consider the optimization problem in (3) and define new K
variablesy,, asv,, = vy, —¢, Vi € {I,...,K}. Then, the max max  (1—-Ke)Y ps, C5,(Ps,)
problem in (3) can be written as follows: SEB® {ps; P iy i=1
i K P
max max  max >, Co,(Pr) (50) subject 103 o, o < (7
KeA SeBX {v,,,P,}, i3 i=1 _
7 P, €0, Py, Yie{l,...,K}
subject 0y 7, Py, < Pay (51) K -
Z; D pe =1, pe, >0, Vie{l,...,K}
Py, €[0,Pu], Vie{l,....,K} (52) =1 (56)
K
Y v =1-Ke, v, >0, Vie{l,... K} whereCy3,(P) is defined as
=l (53) Criax(P) £ gllg'g( Cm(P) . (57)

It is noted from (53) that — K= > 0 should be satisfied since That is, since the optimal solution involves the use of thst be
ZI? 1— Ke and,, > 0. Vi € {1,...,K}. Suppose channel (among the given set of channels) for each power leve

i=1Vsi = :
S o o poK° . _(cf. (57)), the problem in (55) can be solved based on (56).
that &%, 5°, and {75?’ s yiz, denote the solution of (50) It is noted from (56) that, for each, the aim is to find the

SIS :
.(53) such <>that1 - K ° = 0. Then, based ((;I’l the Cor'Stral'mbptimal{usi,PST,,}{;1 for maximizing the convex combination
n ~(53)’ Ysp = 0, Vi € {1,..., K}, and consequently of e (s (Ps,) terms subject to the constraints on the

fol 7¢ Cs, (PS) = 0. Also, K° satisfiesK® > 1 since average and peak powers. This formulation for eachas

K¢ = 1/e and 0 < ¢ < 1 by assumption. Hence, morethe same form as the problem formulation in eqn. (3) of [20];
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hence, similar to Proposition 4 in [20], it can be shown th&. Proof of Lemma 1

the optimal{;.,,, P}, has at most two nonzerp,, for | et channel i and channelj denote the channels
eachs$ (i.e., channel switching between at most two d'ﬁere%rresponding to the maximum capacities for

channels is optimal for eacK). Therefore, the problem in power levels P/ and P/B, respectively; that is,

(56) can be expressed as follows: Cmax(P/a) = Ci(P/a) and Cmax(P/B) = C;(P/S)
- 5 5 here ¢ = arg max C)(P/a) and
max max (1— Ke Cflax P)+(1— Cflax P, W & le{l,...K} V1
max max ) (1 Cox(P) + (1 = 1) Ciian(P2)) i ang masicq s CUPIB)

(58) First, consider the case af = j. Then, Cr.x(P/a) =

_ . . P Ci(P/a) and Cpax(P/B) = Ci(P/f). Since the capacity
subject toy P + (1 — p) P < T e (59) curves are strictly concave and;(P) = 0 for P = 0,
= = Vi € {1,...,K} (cf. (1)), the following relation can be
P €[0,Pyx], P, e|0,P, 60 i .
1 €10, P, P2 € [0, By (60) obtained based on the definition of concavity:
pel0,1] (61) o ) .
where P, and P, denote the average transmit powers al- o Ci (E) + (1 - 5) Ci(0) <G (g) (69)

located to channel and channelj, respectively, withi =

arg max,cg Cl(pl) andj = arg max,cs C1(2,). where3/a < 1 as the statement in the lemma is for> 3

and a, 5 € (0,1). Thus, it is obtained from (69) that
] _ ) o _ B Cmax (P/B) < o Cmax (P/a) as claimed in the lemma.
It is noted thatqiax in (58) is maximized with respect to  Next, consider the case af # j. Since Cpax(P/a) =
setS, andS does not depend on the other parameters?, ¢;(P/qa), Cpax(P/B) = C,;(P/B), and C; and C; are
and 1%. Therefore, the maximization with respectdccan be  monotone increasing and continuous functions, then there
considered first for simplifying the problem in (58)-(61prF exists a single point?/y € (P/a, P/B) for B < v < a
that purpose, the following expressions are obtainedfr,:  at which the capacity curves of channeland channelj

max CS, (P) = max max Cp,(P) (62) intersect; _that is,C;(P/v) = C;(P/v). Now considering
SeBK SeBK meS the capacity of channe] for power levelsP/~ and P/s,
= max Ci(P) (63) it can be shown that C; (P/3) < ~C;(P/v) based on

le{l, K} a similar approach to that in (69). Similarly, for chanrigl

= Crax(P) (64) the following relation is obtainedy C; (P/~) < o C; (P/a).

where (62) follows from the definition af__in (57), (63)is SiNce Ci(P/v) = C;(P/y), these two inequalities im-
obtained based on the definition B in (4), and finally (64) PV that 8C; (P/5) < aCi(P/a), which is equivalent to
is due to (12). Based on (62)-(64), the problem in (58)-(61) Cmax (P/B) < & Cmax (P/a) as claimed in the lemmall
can be stated as follows:

max (1 — Kf) (.U OmaX(Pl) +(1— N)CmaX(P2))
w,P1, P2

E. Proof of Proposition 4

The aim is to prove that the statement in the proposition
(65) holds for all the cases specified in (15). Firstly, for> %
_ . . - the constraint in (13) cannot be satisfied for aRy and
subject top Py + (1 — )Py < -— (66) consequently, channel switching is not feasible in thisecas
= 5 Therefore, ife > 1, the maximum average capacity via

b - 2!
P €0, Bud, P, €0, Pord (67) channel switching can be specified @s,; = 0.” Secondly,

€ [0,1] 68) it o < % and P, /(1 — 2¢) > Py, then the maximum

where P, and P denote the average transmifVerage capacity achieved by pe.zrformir_wg optimal channel
powers allocated to channeli and channel J, switching between two channels is obtained based on (12)
« 01(151) and asy(2) = (1 —2¢e)Chax(Ppk). On the other hand, for optimal
} channel switching among/ > 2 channels, the following
arguments can be provided. SinBg, /(1 —2¢) > Py in this
case, it is obtained thak,,/(1 — Me) > Py for M > 2
Next, consider the optimization problem in (65)-(68) foand M < 1/e, which is the constraint in (13). Then, it

(11}%5) < Ppk. Similarly to Lemma 1 in [20], it is obtained follows from (11) thaty) (M) = (1 — Me)Crax(Pyi) for

that the optimaj:, P;, and P, satisfy the average power con-"/ > 2.18incew(2) > (M) for M > 2, it is concluded
straint with equality; that isy Py + (1 — )P, = (L2, Then, fOr € < 5 and Py /(1 — 2¢) > By that the optimal channel

by considering (66) as an equality constraint and substgut SWitching strategy with two channels achieves a higherageer
the constraints in (66)-(68) into the objective functiondanC@Pacity than the optimal channel switching §trateg|e$1 wit
specifying the search space, it is obtained that the actiieV80re than two channels, and that the maximum average

capacity for-Lx- < P, can be calculated by solving theCapacity achieved by the optimal channel switching stsateg

1-Ke i i = —
optimization problem in (11). Otherwise, i.e., 3 > Py, with two channels is equal tGess = (1 — 2€)Cimax(Ppi), as

ther_w the SO'““?” of the op}imization prOblem in (65)'(63)“: 7In this case, the solution of the optimization problem in ¢6jresponds
easily be obtained a@l — Ka) Crax(Ppk)- B to the optimal single channel strategy (Case-1).

respectively, with i = arg max;cq

.....

J=argmax;cqy . gy Ci(FP2).
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specified in (15). Finally, it < % andP,,/(1—2¢) < Py, the (14) in Lemma 1:
maximum average capacity for the channel switching styateg p P
(1 12)>(1—M5)Cmax< L >,

with K channels can be obtained based on (11) as folfows: (1 — 2¢) Cpax

1—-Me
P, D _
_ _ — — P . _
Vi) = P e[;ggx Py (1= Ke) <1]5K6— P. : Cinax(F1) P el ME)PPII;] .
PreloEa) L (1= 29) Coas (1252 ) 2 (1= M12) s (122 ).
2 ’1—-Ke - -
P — 11}}?5 Gl B 70) VP, €0, Pay) (75)
+ = max . . . .
P — P (P2 where the equality sign in (75) is included to cover the case

) _ _ L - _, of P, = 0. Based on (74), (75), and the fact that the search
Define P,_and P, as P, = (1-Ke)Py and P, = spaces of the optimization problems in (71) and (73) are the

(1 — K¢) P,. Then(K) in (70) can be expressed as followsgame foric — M, it is obtained that > y(M) for M > 2.
(Pav—Ps) (P1—Pay)

_ ~ P, — D, (Note that PoF 0 and Pp 2 O..) Therefore, it is

V(K) = _ max - Ke) = concluded that)(2) > (M) for M > 2 sincey(2) > ¢ as

P1€[Pay,(1—Ke)Pyy] P - P h . Iv. H . d ith (15). it is gh
Pacl0.Pa) shown previously. Hence, in accordance with (15), it is show

B _ _ that Cess = 1(2) for e < 3 and Py /(1 — 2¢) < Py, where
% Chax ( Plf ) + P} - ij Chonx ( P27 ) . (7) Y(+) is as Qefiqed in (11) (gf. (72)): To sum up, the optimal
1-Ke PP 1-Ke channel switching strategy is to switch between two channel
and the achieved maximum average capacity can be obtained
as in (15). |

For the optimal channel switching strategy with two chaanel
the maximum average capacity is given by

W(2) = max (1 - 2) <P_ew — D Choax ( ! > F. Proof of Proposition 5
Pr€[Pav,(1-2¢) P P - P 1-2¢ Fore < 1/2 and P, /(1 — 2¢) < Py, the optimal single
F2€[0,Pav) - - channel strategy achieves an average capacity;Qf= (1 —
N Py — P,y < Py > ) (72) £)Crmax (£22), which is obtained from (7) sincée < o
P —P M\1-2) ) and £2- < P,i. Also, the maximum average capacity
o obtained by the optimal channel switching strategy can be
The aim is to prove that(2) > ¢(M) for M > 2, where 50 ated from (26) in this case. The aim is to prove that
(M) denotes the maximum average capacity achieved Py jor the assumptions in the proposition, if the condition |
optimal channel switching among/ > 2 channels. To that 7y po|ds, then the optimal single channel strategy aelsiev
aim, define a new optimization p_roblem identical to (7 higher average capacity than the optimal channel swigchin
except that the search space By is [Py, (1 — Me)Ppy] strategy: that iSC.es > Chee. The assumption in the propo-

instead of Puy, (1 —2¢) Ppid. Let¢ denote the solution of this gjiio, states that the first-order derivative@f,.x(P) in (12)

problem, which can be stated as follows: exists in an interval aroungfzy-. Then its derivative at™y
P, — P, P, can be obtained from (1) as follows:
= ma. — &€ = = max
Ple[Pav,(l—Xl\ls)Ppk] ) P — P (1 - 25) o P \ (1 —2¢)B;-logye (76)
P2€[0,Pay) max\1—2¢) (1 —2¢)NyBj + Pay

P} — ij . ( P ) ) (73) wherei* = arg max;cq1,.. K} Ci(%). From (76) and the
P =P 1—2e definition of P £ £, the condition in (27) can be expressed
The optimization problem in (73) is the same as the probleif the following form:
in (72) except that the search space fyrin (73) is a subset _ P,
of that in (72). Therefore, it is obtained that2) > ¢£. Also, Cmax(P) < Cimax (1 _ 25)
the following relations can be derived fdd > 2 based on ~ P ) P ~
n <p_ av ) Chon ( av ) WP € [0, P,

1—2¢ 1—2e
(77)

It is noted that the problem fat'.« in (26) can be expressed
similarly to (65)-(68) as follows:

max (1 - 26) (1 Conax(P1) + (1 = 0)Crnan(B2)) (78)

P, Po
. ~ ~ Py
subject top Py + (1 — p) P2 = (79)
8The equation in (70) is valid i /(1 — Ke) < Ppi. Otherwise, it - - 12
is easy to prove that)(2) > (M) for M > 2 based on Lemma 1 since Py €0, Pyx], Py €0, Pyy] (80)
$(2) > (1-2¢)Crmax (Pav/(1—2)) > (1— Me)Crmax (Pav/(1— Me)) > e 0.1] 61)

(1 — ME)Cmax(Ppk) = w(M)



Then, for the solution of the channel switching strategyr@)¢
(81) denoted ag*, Py, and Py, the following expressions can
be obtained:

Cess = (1 —2¢)(p" CmaX(Pl*) +(1— N*)CmaX(PQ*)) (82)

* Px *\ D* PH-V
sa-2( (WP - ry -1y )

Pay ) ) (83)

4 : Pav
X Cmax (1—25) + O (1—25

[13]

[14]

[15]

[16]
P,

= (1 —2¢) Chnax ( 2 ) (84)

( 1—2¢ [17]
P,

< (1—¢) Chax (—V> (85)
1—e¢ [18]

= Cscs (86)

where P;, Py < [0,Py] and u* > 0. The equality in
(82) follows from (78)-(81), and the inequality in (83) is
obtained based on (77). The equality in (84) holds sinte
151*, andPQ* satisfy the average power constraint in (79); that
is, " Py + (1 — p*)Py = £, and sinceC,,,, (£ is [
finite. Finally, (85) is obtained due to (14) in Lemma 1, which
results in the maximum average capacity achieved via tRZal
optimal single channel strategy as noted in (86). From (82)-
(86), it is concluded that the optimal single channel sgate
outperforms the optimal channel switching strategy in gernf22]
of the maximum average capacity if the assumptions and the
condition in the proposition hold. |
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