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~ Abstract—In this paper, optimal power allocation strategies are performance of GPS jamming and anti-jamming techniques
investigated for jammer nodes in a wireless localization stem. are investigated, while the studies in [9], [10] focus on the
Building upon the concept of the restricted Bayesian approeh,  gesign of anti-jamming algorithms for GPS receivers. Irj[11

a generalized optimization strategy, called the restrictd scheme, timal | fi fi th d f " ’ id
is proposed for power allocation of jammer nodes, and its OPtMallocalions of jammers on the nodes or a uniform gri
theoretical properties are characterized. In the restriced scheme, are determined in the absence of any information about the
the aim is to maximize the average Crarér-Rao lower bound network to be jammed. Optimal attack and defense strategies
(CRLB) of target nodes while keeping their minimum CRLB from the viewpoints of the jammer and the network are
above a predefined level in the presence of average (tOtal)anaIyzed for wireless sensor networks in [12], where the

and peak power constraints. The restricted scheme is shown Lo Lo S L
to provide a trade-off between the two extreme strategies — OPtimization objective is to maximize (minimize) the total

maximization of the average CRLB and the minimum CRLB. delay for the jammer (network). Although jamming and anti-
In addition, it is proved that the average CRLB achieved by tle  jamming methods and their performances have been consid-
restricted scheme is a strictly decreasing and concave fution  ered in the literature, only a few studies have presented a
gmﬁnc?gséﬁgﬁgg f?retfﬁgngg?&tng;Ehéerxgl.WAI’\]eCrIlofheg-{?;én theoretical framework to optimize the performance of jamme
off parameter and the total power limit are below certain nodes with res_peCt to d'ﬁ_erem _Opt'm'zat'on me_tr'cs [Iﬂ}]'
thresholds. Furthermore, it is shown that the optimal soluton In [13], two different optimization schemes with the aim of
of the restricted scheme corresponds to the use of at mosfr maximizing the average (max-mean scheme — Scheme 1) or
jammer nodes, where Nz is the number of target nodes, and the minimum (max-min scheme — Scheme 2) CRLB of target
that the optimal solution of the minimum CRLB maximization  5des are employed in order to obtain the optimal power
scheme is determined by at mostV; target nodes, whereN is I ti trateai for i d Th K i 14
the number of jammer nodes. Extensions of the restricted s@me allocation strategies 1or jammer nodes. The work In [14]
and an alternative scheme that aims to maximize the number of investigates the optimal location of the jammer node that
disabled target nodes (whose CRLBs are above a preset level)maximizes the minimum CRLB of target nodes in a non-
are considered, and the corresponding optimal strategiesof cooperative localization network.
jammer power allocation are identified. Numerical examplesare The work in [13] explores optimal strategies for jammer
provided to verify the theoretical derivations for various network . S o
configurations. power allocation by maximizing the minimum or the average
Keywords: Localization, jammer, restricted scheme, power Of the CRLBs of target nodes under average and peak power
allocation, Cramér-Rao lower bound. constraints. Since either the minimum or the average CRLB
metric is considered in [13], the obtained power allocation
strategy can lead to unfavorable performance in terms of the
l. INTRODUCTION other metric not considered in the optimization. In partic-

A. Background and Motivation ular, the max-min scheme adopts a conservative approach

Wireless positioning has attracted a significant amount BY OPtimizing the worst-case performance from jamming
interest due to its crucial role in numerous applications f@erspective (i.e., the minimum CRLB) whereas the max-
location-based services, such as package tracking, home B§an scheme considers the average performance. However,
tomation, intelligent transport systems, monitoring ofigrats, (€ Max-min scheme may lead to poor performance in terms
and search-and-rescue operations [1]-[4]. Indoor wiseles Of the average CRLB by considering only the worst-case
calization systems provide a promising alternative foitims.  Performance, and the max-mean scheme tends to produce
ing in environments where GPS signals cannot be utilized.Afolerably low CRLBs for some target nodes, which can be
common approach for position estimation in wireless nekworOf critical importance from jamming perspective, by igmyi
is to deploy a number of anchor nodes with known location§!® Worst-case scenario. Hence, the max-mean and max-
from which target nodes estimate their locations usingmpara Min schemes account for only the two extreme cases of the
ters such as time-of-arrival (TOA) and received signalgte  OPtimal jammer power allocation problem. The motivation
(RSS) [5]. In order to quantify performance bounds of wisele P€hind this paper is to devise a new optimization scheme
localization systems, theoretical accuracy limits haverisely Which covers the max-mean and max-min schemes as special
been studied in the literature; e.g., [6]. cases and balances the effects of each criterion on thellovera

Localization accuracy of wireless networks can be ré@mming performance via a design parameter. Therefore, in
duced by employing jammer nodes over the area of intere$tiS Paper, a new optimization approach, namely the résttic
which aim to disrupt the position estimation process ofeargSCheme' is proposed for jammer power allocation, where the

nodes [7]. Several studies are performed on jamming @PI€ctive is to maximize the average CRLB while keeping
wireless localization systems in the literature [8]-[14][g], the minimum CRLB above a predefined level. The restricted
scheme is shown to be equivalent to the maximization of a
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addition, an alternative scheme is considered, where the a. Contributions

is to disable as many target nodes as possible under average . )
and peak power constraints. Even though the optimal jammer" this paper, a new scheme (named as the restricted scheme)

power allocation problem has been studied before in theProposed for optimal jammer power allocation in wireless
literature, e.g., [13], novel optimization schemes are leyed Iocahzatlor) systems. The proposed sc_heme is essentasdlych
in this paper which provide improved jamming performanc@? the notion of the restricted Bayesian approach [24],,[25]

in terms of degradation of localization accuracy in a wisele Which covers the Bayesian and minimax approaches as special
localization network. cases. The objective in the restricted Bayesian problera is t

minimize the Bayes risk (average risk) under the constraint
that the minimum risk is not allowed to exceed a predefined
level which is specified according to the uncertainty degree
. . . N i the prior probabilities (related to unknown parameters o
width) allocation for wireless localization and radar &y8s p, ntheses). In this paper, we basically build up a framkwor
has widely been studied in the literature [15]-[23]. In [15ko nower allocation of jammer nodes in wireless localiaati
the power allocation problem for anchor nodes in a wireleg§$giams by using the notion of the restricted Bayesian ap-

localization network is formulated to minimize the squarefoach Even though the restricted scheme and the restricte
position error bound (SPEB) and the maximum directional pgg esian approach are similar from the technical pointeiyi
sition error bound (MDPEB) regarding the position estiorati ¢,

. motivations, and the parameter and function definitaoes
of target nodes. It is shown that SPEB and mDPEB basEgempletely different. In summary, by utilizing the notiof o
formulations can be expressed as semidefinite programmipd restricted Bayesian approach, we propose a generalized
(SDP) and second-order cone programming (SOCP) problemsy e aliocation criterion (named as the restricted scheme
respectively, which lead to fast solutions. The study inl 86 o jammer nodes in wireless localization systems, which is
vestigates optimal power allocation algorithms for anciuoa ‘

X i g o a generalized criterion in the sense that it covers theriite
agent (i.e., target) nodes in a cooperative localizaticstesy

. = : roposed in [13] as special cases and establishes a trhde-of
by using the 'r.‘d"’.'d“a' .SREB (iSPEB) as the performan(gqound between them. The main contributions of this paper
metric for localization. Similarly, sensor and beacon iagg

. oo X . 9 n be summarized as follows:

energies are minimized for a wireless sensor network in [1 ) ) _ )
via an SDP based efficient algorithm under the constrairt tha* The restricted scheme is proposed as a generalized opti-
the CRLB for positioning does not exceed a certain threshold ~Mization framework for power allocation among jammer
In addition to power allocation schemes, several studies ar Nnodes in wireless localization systems. The proposed
carried out on joint allocation of available resources,hsas scheme is formulated as a linear programming problem
power and bandwidth, in wireless localization networks][18 ~ and shown to represent a trade-off between the average
[19]. As a common approach, the purpose of joint resource and the minimum CRLB optimization schemes. _
optimization in such systems is to maximize the localizatio * Itis demonstrated that the average CRLB corresponding
accuracy of target nodes via efficient utilization of poweda to the optimal solution of the restricted scheme is a
spectral resources. In [18], the joint power and bandwidth strictly de_creasmg and concave function of the constraint
allocation problem is formulated to minimize the total SP&B on the minimum CRLB level. . .
agent node positioning in a cooperative localization netwo * A closed-form power allocation solution for the restricted
Due to the nonconvex nature of the objective functions, a Scheme is obtained under certain conditions on the total
Taylor linearization based iterative algorithm is propbser power limit and the design parameter that signifies the
finding the optimal power and bandwidth distributions retat level of trade-off. o
to agent nodes. The study in [19] performs joint optimizatio ¢ Based on the minimax theorem, it is shown that the
of power, carrier frequency, and bandwidth allocation fperat optlmal solution of the restncted scheme contains at most
nodes in non-cooperative wireless localization networks i N7 jammer nodes, wherdr is the number of target
order to maximize the localization accuracy by employing th ~ nodes, and that the optimal solution of the minimum
single condensation (SC) method for approximating the non- CRLB maximization scheme is determined by at most
convex problems as geometric programming problems. N, target nodes, wheréV, is the number of jammer

Power allocation for radar systems, especially for disted nodes.

B. Literature Survey on Resource Allocation
The problem of optimal resource (e.g., power and ban

architectures, has drawn some attention in the literafline.
authors in [21] investigate optimal power allocation sgi¢s
under total and individual power constraints in wirelesssse
networks for distributed passive multiple-radar architees.
In [23], a cognitive radar network consisting of severalaiasd
used for multiple-target tracking is considered, whereoalg
rithms for optimal power allocation among multiple antesina

are developed by using the posterior CRLB on target ande

channel state estimates as an optimization criterion. Tudys
in [22] exploits constraint and objective relaxation of the

formulated optimization problem and domain decomposition
methods to determine the optimal power allocation among

radar transmit powers in a distributed multiple-radar eyst
where both CRLB of target localization and total transmit
power budget are used as performance metrics.

By utilizing the framework in [25], an extension to the
restricted scheme is proposed to cover more generic
scenarios and the corresponding optimal solution is char-
acterized. In the extended scheme, the target nodes are
grouped into subsets based on their significance levels and
the constraint on the minimum CRLB level is different
for each subset.

An alternative optimization scheme is proposed in order
to maximize the number of disabled (deactivated) target
nodes in a given wireless localization system, where
deactivation of a target node is determined according to
its CRLB for localization. The solution of the alternative
scheme is proved to be the same as that of the minimum
CRLB maximization scheme for a specific subnetwork of
target nodes.



Il. SYSTEM MODEL where A and ANE represent the sets of anchors nodes with
qu—of—sight (LOS) and non-line-of-sight (NLOS) conniecis
0 target node, respectively.
In order to derive the CRLB for localization of the target

nodes, the unknown parameter vector for target nodeist

resp(.actively‘l. In the .Iocalization scenario, self-positioning .isoe specified. The vector consisting of the bias terms related
considered [5]; that is, the target nodes are assumed toasti target node -in the LOS and NLOS cases is given by

their locations based on signals received from the anchor
nodes with known locations. In addition to the target and 5 Lij o L
anchor nodes, there exisf; jammer nodes ak, € R2, b — {bz‘j"'bij } , ifjeA @
¢ = 1,...,N; in the system, which aim to degrade the v {b? bLij}T if i ANL
localization performance of the system. In compliance with R ’ J ’
the common approach in the literature [26]-[28], the jamMm@faseq on (4), the unknown parameters related to target node
nodes are assumed to transmit zero-mean Gaussian Noise; 5re defined as [29]

In this paper, there exists no cooperation among the -
target nodes; that is, the target nodes receive sigp. 2 |..7 3T T T AT
nal% only from the anchor nodges (i.e., not from thegez_ [wz biaiw  biasan X a“‘lf’('“‘l”)} ®)
other target nodes) for position estimation. In additiom,vhereAi(j) denotes thgth element of set4;, |.A;| represents

the connectivity sets are defined ad; = {j € ihe number of elements i;, anda; 2 [Oz%j~--ozf»” T

{1,....Na} | anchor node; is connected to target Nodg s a55ymed that the total noise level is known by each target
fori € {1,..., Nr}.” Then, the received signal at target nodg e [14]°

1 coming from anchor nodg¢ can be expressed as [13]

Consider a two-dimensional wireless localization syste
consisting of N4 anchor nodes and/r target nodes located
aty; e R* j =1,...,Nysandz; € R*, i = 1,..., Ny,

The CRLB for location estimation of target nodeis

Lij N, provided by [4]
rij(t) = Y alysj(t=75) 4> vie/ Pivige(t) +ni(t) (1) ) ) .
j ; 353 j ; ¢ Vij j E{|&; — x|} Ztr{[Fi }2“} (6)
fort € [0,Tons), i € {1,..., N7}, andj € A;, whereT,,, Wherez; denotes an unbiased estimate of the location of target

is the observation timex¥; and 7% denote, respectively, thenode, tr{-} represents the trace operator, dngis the Fisher
amplitude and delay of theth multipath component betweeninformation matrix for vectorg;. Following the derivations
anchor nodej and target node, L,; is the number of paths performed in [6],[F; '], , can be expressed as

between target nodeand anchor nodg, and~;, represents

the channel coefficient between target noa@ad jammer node [Fi'],,,=Ji(@,p)™! (7)

; : 73 gy
¢, which has a transmit power d?/.> The transmit signals @ere the equivalent Fisher information matix(x;, p”) in

s;(t)'s are assumed to be knovyn and orthogonal, and tme absence of prior information about the location of thget
measurement noise;; (¢t) and the jammer nmsg/ P/vije(t) node is calculated as

are assumed to be independent zero-mean white Gaussian i T’
random processes, where the average power, @f) is Ny/2 Ji(zi,p’) = Z Wﬁbmﬁbm (8)
and that ofv;;,(t) is equal to one. In addition, for each target jEAE o/2+aip

node i, n;;(t) is independent forj € A;, and v;e(t) is

independent for € {1,2,...,N;} and forj € A;.* The with
delay term7); in (1) can be expressed as o Am2 B2 al? [T |8 () 1Pdf
ly; — il + b e T =a) 0O
Y; — & ij T
T & % 2 a; £ [[val - lvin, 1] (10)
J A pd J 1T
whereb®. > 0 and ¢ denote, respectively, the range bias and p = [Pl "'PN.J ) (11)
the speed of propagation. For the paths between anchor node  ¢,; £ [cosp;; sin cpij]T. (12)

j and target nodeé, the range biag®; describes the difference , . , L
between the actual travel distance of it signal path and " (9), 5, is the effective bandwidth, which is expressed
the distance between nodes. Sktis partitioned as as 3; = \/ffooo P28 (N Pdf /75185 ()12df, with S;(f)

A & AL ANT 3) denoting the Fourier transform ef;(¢), and the path-overlap
‘ d v coefficient¢;; is a non-negative number between zero and one,

ie.,0 <&, < } i -
1Generalizations to the three-dimensional scenario aséghtforward, but Ibe 0= & <1 [(61] Alzo’ n h(12), soéj, dlenotjeds. .the ?‘n.gle
not explored in this study. etween target node and anchor nodg. In addition, it is

2An anchor node being connected to a target node means theedbiger assumed that the elements @f are non-zero (i.e., strictly
of a target node will be able to decode the signal coming fremaachor

node, which happens only when the SNR is above a threshold. ) 5This assumption enables target nodes to employ the maxirikafinbod

3The channel coefficient;, between target nodeand jammer nodé is (ML) estimator for localization, which involves the totabise levels corre-
modeled to be independent of the anchor node index base@@ssumptions sponding to different anchor nodes. Since the ML estimasymgptotically
that time division multiple access is employed for commatians of different  converges to the CRLB as the SNR and/or effective bandwidtteases [30],
anchor nodes with target nodeand the channel coefficient;, does not it is reasonable to assume that target nodes perform posiitmation using
change considerably over the time slots. an ML estimator. In that case, the CRLB as a performance engggiresents

4Multiple access techniques make;,(t)'s independent over the anchor a localization accuracy that is close to the accuracy atthiny target nodes
nodes; i.e., forj € A; (Remark 1 in [14]). (see Remark 3 for a detailed discussion).




positive) fori € {1,2,..., Nr}. It is noted from (8) that the the SNRs nor the effective bandwidths are sufficiently high,
effects of the jammer nodes appear as the second term in tine performance of the ML estimator may deviate from the
denominator since the jammer nodes transmit Gaussian.nofSRLB [31]. These conclusions are also valid in the presence
According to Lemma 1 in [13], the trace of the inverse obf multipath since the considered CRLB expression based on
the equivalent Fisher information matri%;(z;,p”) in (8); (8) and (9) takes the multipath effects into account via the
equivalently, the CRLB for target nodgis an affine function path-overlap coefficients;; in (9) [6]. In other words, when
with respect top”, which is expressed as the ML estimator is designed for the multipath scenario &ed t
1 T A CRLB is calculated via (8) and (9), the CRLB again provides
tr{Ji(@:,p") "'} = rialp’ +miNo/2 2 Cilp7)  (13) 4 tight bound on the MSE of the ML estimator for high
where effective bandwidths and/or SNRs. When neither the SNRs
-1 nor the effective bandwidths are high, the CRLB is not tight
r 2 tr Z )\ijqbijcbiTj ) (14) in general and the gap between the CRLB and the MSE of
the ML estimator depends on specific multipath conditions.
In this study, the optimized CRLB constitutes a lower bound
Remark 1:The dependency of the Fisher information maen the target localization performance of the ML estimator
trix on network geometry (i.e., locations of anchor, targavhen the optimal jamming strategies are employed by the
and jammer nodes) and jammer powers can be scrutiniethmer network. Optimal jammer power allocation solutions
by considering the expression in (8) as follows: The Fishebtained via CRLB optimization provide essential guidedin
information matrix in (8) for the location of target node for developing efficient jamming strategies. Moreover, the
depends on the target locatian via the parameters;;, a;, choice of CRLB as an optimization metric is also motivated
and¢,;, and on the jammer powers via the power vegidr by its decent mathematical structure that favors theaketic
First, from (9), the amplitude of the LOS paif}; and the path- characterizations (e.g., [13], [15], [17], [19], [32]).
overlap coefficient;; between target nodeand anchor node

jeAE

j depend onz; andy ;. Next,a; in (10) consists of the channel Il. RESTRICTEDSCHEME
gains between target nodend jammer nodes, which depend In this section, one of the proposed schemes, namely the
onz; andz, for £ € {1,..., N;}. In addition, the parameter restricted scheme, is introduced. The restricted scheme is

¢,; in (12) is determined by the angles;, which are also an optimal power allocation strategy for jammer nodes in a
location dependent. Therefore, both network geometry amireless localization system, which covers both Scheme 1
jammer powers affect the performance of jamming strategi€the max-mean scheme) and Scheme 2 (the max-min scheme),
Remark 2:The role played by multipath propagation in groposed in [13], as special cases. For a given wireless
practical localization scenario can be explained as f@loihe localization system (see, e.g., Fig. 1), Scheme 1 attenapts t
parameters affected by the network configuration (i.e.hanc maximize the average CRLB of target nodes while Scheme 2
target and jammer positions) in the CRLB expression forgargconsiders the minimum CRLB as the jamming performance
nodei in (8) area;, ¢, ;, and\;;. As discussed in Remark&; metric. In what follows, the formulations for Scheme 1 and
contains the channel7 gains between target nogled jammer Scheme 2 are revisited with certain modifications, and the
nodes and thus has no relevance to the multipath scenaréstricted scheme is proposed as a generalization of Scheme
Hence, varying jammer positions does not alter the muliipaand Scheme 2. All the schemes are formulated by imposing
conditions between the anchor and target nodes. Secapgly, average (total) and peak jammer power constraints, asdonsi
depends on the angle;; between target nodeand anchor ered in [13]. Also, in accordance with practical systemss it
node j via (12). Sincey;; is determined by the network assumed that the total power limit for the jamming network is
geometry, changing the value gf;;, imposed by a changelower than the sum of the peak power limits for the jammer
in the network geometry, will affect multipath conditione(, nodes.
delays and amplitudes of multipath components). In addlitio Since the elements af; in (10) are positive, the CRLBs of
the parameter\;; in (9) also reflects the multipath effectthe target nodes in (13) monotonically increase with jammer
via the path-overlap coefficient;, which are determined powers. Therefore, similar to Scheme 1 and Scheme 2 in [13],
by the transmitted waveforms;(¢) and the delays); for the restricted scheme has the full total power utilization
j € AL [6, Appendix IlI-A]. According to [6, Corollary 1], Property, meaning that its optimal solution always operate
&; = 0 is obtained if the first path is resolvable, i.e., th@t the average (total) power limit (cf. Lemma 3 in [13]).
delay between the LOS path and the first arriving NLOS pafiherefore, all the power vectogs’ (see (11)) in this study
exceeds the duration of; (). Depending on the amount ofare assumed to satisfy"p’ = Pr, where Pr represents
overlap between the LOS path and the NLOS paghstakes the total power limit. Hence, in the following optimization
values in the interval0, 1]. Hence, the multipath scenarioproblems, the total (equivalently, the average) power taims
characterizes the value 6f;, which, in turn, affects the CRLB is represented by”p” = Pr instead of1”p”’ < Pr. Also,
via \;;. Therefore, the effect of varying anchor node positiorféie to the full total power utilization property, the CRLBr fo
on the CRLB can be manifested in the angles and the target node can be expressed via (13) as
multipath delays-®. between target nodes and anchor nodes. Ci(p”’) = dlp’ (15)
Remark 3:The CRLB is considered as the performance ! !
metric for target location estimation since it providesghti where N
bound on the mean-squared error (MSE) of the ML estimator d; 2 ria; +r —21. (16)
for high effective bandwidthsg;, and/or high SNRs [30]. 2Pr
Hence, the CRLB serves as a meaningful performance benchtet g[i] denote a probability mass function (PMF) defined
mark for high-accuracy localization scenarios. When reithover the set{1,2,..., Nr}, which describes the significance



level of each target node. Then, the average CRLB is calcu-Remark 5:1t is noted from Definition 3.1 that Scheme 1

lated as follows: and Scheme 2 become equivalent for the least-favorable PMF
Ny (see Appendix B for the proof).
Ty _ N (] It should be emphasized thafi] represents the relative
Cave(P7) = ;g [1C:(p7). (47 significance level of each target node with respect to theroth

target nodes; hence, the average CRLB is mainly dependent

In Scheme 1 in [13], all the target nodes are assumed to hawethe PMFg[i]. On the other hand, the minimum CRLB is an
the same significance level in terms of jamming performana@solute metric in the sense that it is not affected by thegivel
and are thus considered to contribute equally to the averagetions among the target nodes (that is, it is only depeinde
(overall) CRLB. However, in some cases, jamming some targsi the worst-case scenario). Therefore, it can be conclilndéd
nodes may have priority over jamming others. Thereforthe average and minimum CRLBs are not alternatives to each
it is important to calculate the average CRLB by takingther; that is, they represent two completely differentefac
the significance level of each target node into account. Tbéa design problem. In general, evengifi] is not the same
significance level of a target node can be specified by the the least-favorable PMF, the minimum CRLB being lower
characteristics of a target or by the region occupied by tlian some level can be intolerable due to design requirement
(i.e., some regions may be more critical than others from tffe that end, a new scheme, namely the restricted scheme,
jamming standpoint). The expression in (17) generalizes tis proposed for the aim of maximizing the average CRLB
average CRLB formulation in [13], which considers only thevhile keeping the minimum CRLB above a preset level. The
uniform PMF, to an arbitrary PME[i]. Accordingly, Scheme 1 restricted scheme is formulated as foll§ws
in [13] is reformulated as follows (cf. [13, Eq. (16)]):
maximize Cayg(p”)
. J J
maximize Chyg(p”) p

p’ subject to min Ci(p?) > « (21)

subject to 17p’ = Pr (18) i€{1,2,...,Nr}

T J _

0< P/ <P™* ¢1=12.. N, Lp? =Pr )

0< P/ <P*®* (=1,2,...,N;

The solution of (18) is given by that of the original version _ ) ) )

of Scheme 1 in Proposition 2 of [13] witly being redefined Where a is a design parameter preset according to design

as w 2 N gli) d;. Namely, the solution assigns all th—erequwements. In the restricted scheme, both the averagie an

available power to the jammer node corresponding to the firfie Worst-case performances are taken into account, and the

second, third, ...largest element af under the peak power design parameter can be adjusted to determine the effect of

limit and until the average (total) power limit is reachedds each performance metric on the overall jamming performancg

Eq. (18) in [13]). It should be noted that (21) covers both (18) and (20) as apeci
Before formulating Scheme 2 for power allocation amongSes: The restricted scheme reduces to Scheme: 2akes

jammer nodes, the definition of tHeast-favorable PMFis 1S maximum valuea which corresponds to the solution of

provided as follows: (20) (ile.,@ 2 . 1r2ninN Ci(p”), wherep’ is the solution
o . i€{1,2,....Nr
Definition 3.1:Let g¢[i] be a PMF over the setof (20)), and reduces to Scheme 1 if the valuenois lower
{1,2,...,Nr} and p] denote the corresponding optimathan or equal to the value corresponding to the solution of

solution of (18). Thengli] is defined as the least-favorablg18) (i.e.,a £ ~ min (ji(BJ), wheregl is the solution

PMF if it satisfies ic{1,2,..,
of (18)). The formulatioTn in (21) can be expressed as a linear

N programming (LP) problem as is the case for both Scheme 1

> glilCipl) = 'e{lglinN . Ci(pl) - (19) and Scheme 2.

i=1 I Equivalently, the restricted scheme can also be formulated
as follows:

Remark 4:The least-favorable PMFg[i] minimizes the
average CRLB among all PMFs defined over the set yaximize A Chye(p”) + (1 — A)min Ci(p”) (22a)
{1,2,...,Nr} (see Appendix A for the proof). p’ & i

Scheme 2 considers the minimum CRLB as a performance subject to 17p’ = Pr (22b)
metric, which is in fact the average CRLB calculated based J peak
on the least-favorable significance level distributiomiffrthe OsP <P, £=12,....N; (22c)
jamming standpoint) over the target nodes (i.e, the leagjheren < A < 1, similar too, is specified according to design
favorable g[i] according to Definition 3.1). Scheme 2 isequirements [25].
regarded as a conservative approach since it considers the
worst-case scenario (in terms of jamming performance)gkvhi

occurs whery/[i] corresponds to the least-favorable PMF. ThiY- PROPERTIES OFOPTIMAL SOLUTION FOR RESTRICTED

formulation of Scheme 2 is provided as follows [13, Eq. (19)] SCHEME
o . J In this section, the aim is to characterize the optimal $otut
maximize 10N Ci(p”) for the restricted scheme formulations in (21) and (22). The
P i€{1,2,...,Nr}
subject to 1TPJ =Pr (20) 6This formulation is similar to that of the restricted Bay@4]] [25], which

includes both Bayesian and minimax problems as speciakcase
“The proof of equivalence of the optimization schemes in @1 (22)
will be provided in Section IV.

0< P/ <P 1=1,2,... Ny



following proposition investigates the characteristidstioe It is given that . min , Ci(p!) = a, thus the inequality
2 N

optimal solution of (22) and establishes a link between the il Nr) , J
optimal solutions of (18) and (22). eI Ci(p”) > a with (29) results inCayg(py) >
Proposition 4.1: Define a PMFu[i] asv[i] = A g[i] + (1 — Cove (D). -

A) f[i], where fli] i§ any valid PMF defined over the set cCorollary 4.2 establishes a formal link between parameters
{1.2,....Np}. If py is the solution of Scheme 1 far[i] ) anda; that is, for any), a can be calculated through the

and satisfies equation in the corollary. More specifically, the optimieat
Nop ; p problemin (22) is solved for a givexand the optimal solution
1O = i Ci(p)) . 23 7(\) is inserted into the equation mi C;(p’(\)) =
Z;f[l] (p) = min . Ci(p?) @3) P/ isi e quation min . Ci(p’(A))
o = . « to obtaina for a given.
then it is a solution of (22) fop[i]. In the following proposition, it is shown that the optimal

Proof: The steps in this proof are similar to those in [25solution of the restricted scheme is the solution of Scheme 1
Theorem 1]. Letp” represent any power vector satisfying theor the least-favorable PME|[i] among a family of PMFs [25,

total and peak power constraints. Then, Theorem 2]. This result reveals an important property of the
J _ . o PMF v[i] as defined in Proposition 4.1, for which Scheme 1
ACavg(P) + (1 Mie{ﬁ}.@.,m} Ci(p?) (24) is to be solved in order to obtain the optimal solution of the

Nr Nr restricted scheme.
<AY glilCi(p?) + (1 =) fliCi(p”) (25) Proposition 4.3:Under the conditions in Proposition 4.1,
; ; v[i] = Ag[i] + (1 — A) f[i] minimizes the average CRLB
Nr among all PMFs in the form of[i] = Ag[i] + (1 — A) f[4]
= Z (Ag[i] + (1 = \) f[i]) Ci(p”) (26) for X > A, where f[i] is any valid PMF defined over the set
i—1 {1,2,..., Nr}. Equivalently,

o

T
Nt Nt

<> (Aglil+ (1= X) f[i]) Ci(p?) (27) . J o J
: Y oli]Ci(pl) <> 0lilCi(p]) (30)
’ J . g i=1 g i=1 P

=ACayvg(pi) + (1 =) iG{lgl.l.n..NT} Ci(p:) (28)

Il
-

for any o[i] described above, wherp/ and p] are the
where the first inequality due to the relation between ttelutions of Scheme 1 farf:] ando[i], respectively.
minimum and the average operations/ (the solution of Proof: See Appendix C. ]
Scheme 1 fow[i]) is employed to proceed from (26) to (27), It is noted that whem = 0, the restricted scheme in (22) is
and the condition (23) in the proposition is used to obtaB) (2equivalent to Scheme 2 and the family of PMFs among which
from (27). Overall, the relation between (24) and (28) iatkc f[;] minimizes the average CRLB becomes the set of all PMFs
that p/ is a solution of (22) forg[i]. B defined over the setl,2,..., Nz} (9]i] represents the set of
The optimal solution specified by Proposition 4.1 alwaysl| valid PMFs by taking\ = 0). Therefore, as a special case of
exists since the probability distributions are discretel @e- Proposition 4.3, it can be deduced that Scheme 2 is equivalen
fined over a compact set [25], [33]. It can be noted baseglScheme 1 ifj[i] is the least-favorable PMF among all PMFs
on Proposition 4.1 that the solution of (22) can be obtaineféfined over the set1,2,..., N}, which is in compliance
by finding a PMF f[i] for which (23) is satisfied for the with Remark 5.
power vector corresponding to Scheme 146, which has a  Next, the characteristics of the average CRLB of the re-
closed-form solution [13]. Hence, the solution of the ries#d  stricted scheme is investigated with respect to the chaimges
scheme formulation in (22) reduces to determining a PME. Let p/, p/, andpJ denote the solutions of the restricted

fli] such that the conditions in Proposition 4.1 are satisfie§cheme, Scheme 1, and Scheme 2, respectively. Also, let
This proposition also emphasizes the equalizer natureef th 2 min Ci(p]) anda 2 min Ci(pd)

restricted scheme. For example fifi] consists of three point ~~ ~ i€{1,2,...,N7} i€{1,2,...Nr}
masses at = 1, 3, and4, it implies based on the propositiondef'ne the minimum CRLBs of Scheme 1 and Scheme 2,

that the CRLBs of target nodes 1, 3, and 4 are equalized'gpPectively. In particulary is the maximum value that can
the minimum CRLB of the whole network. take due to the definition of Scheme 2; that is, whe# @,
The following corollary shows that the formulations in (21jh€ restricted scheme reduces to Scheme 20Fory < o, the.
and (22) of the restricted scheme are equivalent to each, otf@nstraint on the minimum CRLB in (21) becomes ineffective,
and forms a formal link between them. which results in that the restricted s;:heme reduces to Sefiem
Corollary 4.2: Under the conditions in Proposition 47 for 0 < a < a. Accordingly, Cavs (p; ) is constant and equal

solves the optimization problem in (21) when the desigh@ Cave(Pi) for 0 < a < a. Therefore, in practiceq is an
parameter satisfies =  min Ci(p?). element of the closed intervéd, @]; that is,« € (o, @]. The

i€{1,2,...,N1} ) following proposition characterizes the behavior of therage
Proof: The proof If0”0VYS similar steps to those in [25,CRLB of the restricted scheme with respectite [a, al.
Corollary]. For anyp” satisfying the constraints in (21), proposition 4.4: The average CRLB of the restricted

Proposition 4.1 implies the following inequality: scheme,Cv (P! (a)), is a strictly decreasing and concave
ACave () + (1 =\ min Ci(p’ function of « for a € [a, @).
s(P7) +( )i6{1,27--~7NT} ®7) Proof: See Appendix D. [ ]
SACag(p!)+(1=X)  min _ Ci(p)). (29)  The following corollary, which is obtained based on Propo-

i€{1,2,....Nr} sition 4 in [13], Proposition 4.1, and Corollary 4.2, pretsen



a closed-form solution for the restricted scheme undeatert In the following proposition (which is based on Proposi-

conditions on\ and Pr. tion 5 in [13] and the minimax theorem), the numbers of
Corollary 4.5: Let ¢, forn € {1,2,..., N;} be defined as target and jammer nodes which are effective in the solutfon o
follows: the restricted scheme (i.e., (22)) are specified. Proposhi
9 9 in [13] presents only the number of jammer nodes that
¢ 2 ri (wol” = Iyin|?) determine the solution of Scheme 2. Based on the minimax
Z?fl gli]ri (|vinl? — 1yanl?) + 7. (k]2 — 1Yen|?) theorem, the following proposition enhances this propbity

also specifying the number of target nodes that are involved
where k is the target node that uniquely has the minimunm the solution of the restricted scheme.

CRLB in the absence of jamming ards given by Proposition 4.6: Suppose that; defined in (14) is finite
5 for eachi. Then, in the absence of peak power constraints,
b= arg el N el (32)  the solution of the restricted scheme is determined by at mos
o Nr jammer nodes, wher&/; is the number of target nodes.
Also, define( as In addition, f[¢] in Proposition 4.1 contains at moat; point
¢ =ming, (33) Masses, which implies that the solution of Scheme 2 (i.e., th

ned restricted scheme fok = 0) is determined by at mosV;
target nodes, wher&'; is the number of jammer nodes.
Proof: In the absence of the peak power constraint,
T = {n €{1,2,....N;} | n#band(, > 0}_ (34) (22c) becomes ineffective; hence, (22) can be reformulated

where the set7 is given by

as follows:
Then,0 < A < { corresponds tax = @ if the total power maximize min  Pr(Ag+(1-\) f)"Dp’  (36)
limit satisfies Py < P:(Fk), WhereP:(Fk) is described in [13, PPEAN,  fEAN,

Eq. 22] (assuming thaPf** > Pr). In other words, when wherep’ 2 p’/Pp, 17 = 1, andp’ = 0; 17F = 1
0 < X < (, the restricted scheme and Scheme 2 becorggqg } - 0, D 2 [dy dy---dy,]"; and finally g 2
identical for P < P, In addition, the solution of both [¢[1] ‘g[2]-- - g[N+]]”. From the foregoing constraints i
schemes under the conditiods< A < ( andPr < P\¥) isto and f, it is clear that setd,, is given by
allocate all the power to jammer node m

Proof: In Prgpositionj4.1, considefi] as f[i] = d[i — k], An={h €R™ | h = 0and 1'h =1} (37)
whered[-] denotes the unit sample (impulse) function; hencér m € {N;, Nr}, which is compact and convex. It should
the corresponding(i] is given byv[i] = Ag[i] + (1 —A)d[i — also be noted that the objective function in (36) is an affine
k. If the inequality Pr < P:(Fk) holds, then the condition in function of f for a fixedp”, and a linear function op”’ for
(23) is satisfied byf|[i], according to Proposition 4 in [13], in a fixed f. Hence, the minimax theorem [34] can be applied
which case the power vectgr’! that allocates all the powerto (36), implying that (36) is equivalent to the following
to jammer nodé is theroIl?]tior? of hSchelrne 2. Cf)rétﬂe othczaoptimization problem:
hand, the power vectgs:, which is the solution of Scheme o 5 _J
and satisfire)s (23), is(ﬁle solution of Scheme 11}3"[3} if the H?Ieljflvsze i)}reli)](\u PriAg+(1 =N ) Dp (38)
index of the first largest element of vectar = > .™" v[i] d;
is b, which occurs when the following condition holds:

) minimize max (p7)TDT (A\g+ (1 —\) f)Pr. (39)

which can also be expressed as follows:

NT ~
. feA plEAN,
b= argmax (/\ Z gli]rilvin? + (1 = X7k yrn|? T g
ne{l1,2,...N;} i=1 For a giveni)f € Ay,, the objective function in (36) is
. . . . . minimized for f = ey, wherek = argmin;c1 o npy d; D7
Since the expression in (35) is an affine function\dbr each ande; denotes the vector whoséh element isl and other

— 2
&ebg’?a ' "]fVJ}h an?hb hi ﬁfg:ﬂfﬂline{1,2£_.I..t,év,,}f_7°kJ|[7_k¥| ' __elements aré. Hence, the possible set of values that can be
heoth index ofw has the hignestvalue until the Irst INtersecy o4, 0 byf in (36) contains onlyV elements. In a similar
tion of the line corresponding tb and any of the remaining

X ; .2 way, the maximizer of the objective function in (39) for a
lines corresponding t.m < {L,2,..., Nj} \ b. Therefor-e, i given f € An,. is provided by a vector of the form;, which
OSc%e)r\n § 1Cfovn\fBTri§ %oIZI%\éZ?e t;)lll Eﬁg’)’ (t)t/]veer; ttgeai?rlrzjgrogocgconfir.\es the number of possible valuegdfto N ;. Therefore,

b ding to the | t el P t o TH. impli eapplymg the steps followed in the proof of Proposition 5
corresponding to the fargest element ot ThiS IMPles, -3, [13] to (36), it is concluded that the solution of the regtd
S}ccordlng tto_Proposmo(r;;.l,l thatLthe lsotl_utlonf mat asf@? OIscheme is determined by at mdgt jammer nodes. Similarly,

e power to jammer nodeis also the solution of the restricte - o A
scheme. Hence, allocating all the power to jammer node applying those same steps to (39), it is concluded fitin

. . roposition 4.1 contains at moAt; point masses, which also
the solution for bOth(g]e restricted scheme and Scheme 2 Mlplies that the solution of the restricted scheme for= 0
0< AL (it Pr< Py, [ |

=T - . (i.e., Scheme 2) is determined by at mdéj target nodes.
Corollary 4.5 implies that if¢ > 1, then the restricted \yhen \ — 0, the solution of Scheme 1 forli] = f[i] is

scheme and Scheme 2 are identica(lk)for any value of g the solution of the restricted scheme, which is idahtic
design parameteh in (22) if Pr < P;”. It is concluded to Scheme 2.) m

from (31), (33), and (34) that > 1 occurs whenb = Proposition 4.6 yields an essential result for determining
argmaxne{lyz_”NJ}ZfV:Tl glilrilyin|?- the optimal jammer power allocation strategies under the

(35)



restricted scheme. It is noted from Proposition 4.6 that ttdes than to maximize their average or minimum CRLB,
optimal jammer power vector contains at m@ét non-zero where a target node is assumed to be disabled when its CRLB
elements, which facilitates the elimination of the solnf§o exceeds a predefined level (i.e., when its localization r@oyu
that allocate non-zero power to more th&i jammer nodes. becomes useless for the considered application). Fomiosta
Hence, the solution space for power vectors is significantly military applications, the effectiveness of the jammayg-
reduced based on Proposition 4.6, especially for scenartesn may depend on the number of deactivated enemy targets.
where the number of target nodes is considerably lower th@herefore, in this section, a new scheme is proposed with the
that of jammer nodes. In addition, the set of PMFE] aim of maximizing the number of disabled target nodes in
that satisfy the conditions in Proposition 4.1 is reduced laywireless localization system under average and peak power
constraining the search for feasible PMFs to only thoserttaviconstraints. The proposed power allocation scheme opsniz
at most/V; non-zero elements. Therefore, for wireless networkjamming performance metric that is different from the ane i
configurations containing fewer jammer nodes than targ@l) and can be more critical in practice for certain locatlian
nodes (for which Proposition 5 in [13] does not help reduceenarios. Lef\ denote any subset dfl, 2, ..., N}, and|A]

the solution space of Scheme 2), Proposition 4.6 facitateepresent the size of subskt Then, the proposed scheme is
the solution of the restricted scheme, which relies on figdifiormulated as follows:

a PMF f[i] as defined in Proposition 4.1. Furthermore, the o

solution of Scheme 2 (the restricted scheme Xor= 0) is maximize [A|

. . P
also the solution of Scheme 1 fgfi], wheref[i] satisfies the . . J
condition in (23). Hence, based on Remark 5, it is stated that ~ StPject to min Ci(p") 2t (41)
the least-favorable PMF contains at m@éj point masses. 17p’ < Py
7 K
V. EXTENSION OF RESTRICTEDSCHEME 0<P/ <P (=12,...,N,;
In this section, the restricted scheme is extended to cover A C{1,2,...,Nr}

more generic scenarios by utilizing the framework in [25]y here s is the predefined level for disabling a target node

Based on their significance levels, the target nodes can ; :
grouped into subsetd,,..., Ay, with a decreasing order of ((;?i.gé,b?eée;rget node with a CRLB larger thais regarded as

si_gnificancg levels _(i.e_.,_ subsdt; contains the target nodes For convenience, let the resulting minimum CRLB of the
with thi h'gfeslt ;lgnlflg\?nce_rlﬁvels)th wher?_ thAQ hC target nodes in a network operating according to Scheme 2
; ' CI M {ZZIZ an b T} dend ef rﬁs fic 25 SCN€MEe named as the max-min CRLB in accordance with the
ormulation in (21) can be extended as follows [25]: formulation of Scheme 2 in (20). The following definition
maxigmze Cavg(p" ) ir}tr(odl)Jces a new parameter that will facilitate the solutio
p of (41).
subject to min C;(p’) >y, k=1,...,M (40) Definition 6.1: Let A, with £ € {1,2,...,Np} be the
€Ak subset consisting of target nodes which constitute the sub-

1"p’ = pr network achieving the maximum max-min CRLB among alll
0< P < ngeak’ (=1,2,....,N; possible subnetworks with target nodes. Thert;, is defined
- - as the corresponding max-min CRLB.
where a; > --- > ay are the design parameters. The Based on Definition 6.1, it should be noted thatis the

formulation in (40) corresponds to an LP problem, as well. Imaximum achievable CRLB for an individual target node in
addition, it can be shown that the full total power utilizati the whole network; hence; is the maximum value which
property also holds for this extended scheme (cf. Lemmac3n take in practice (i.e., the maximum number of disabled
in [13]). Thg following proposition charac.terlzes the smj_u target nodes is zero when> ¢;). The following corollary
of (40), which can be obtained by following the steps in th@emonstrates the monotonicity a@f with respect to the
proofs of Proposition 4.1 in Section IV and Theorem 4 in [25humber of target nodeks.

Proposition 5.1: Define a PMFu[i] as v[i] = Xogli] + Corollary 6.2: Fork € {1,2,..., Ny —1}, ¢, is larger than
Sl Ak frli] with A, > 0 and>"p", A, = 1, wherefi[i] is  or equal tot,.,, wheret,, is as defined in Definition 6.1.

any valid PMF defined over seY,. If p/ is the solution of Proof: Let S, be the set of allk-element subsets of
Scheme 1 fow[i] and satisfies {1,2,...,Nr}. Then, assuming that the power vectof
_ J ) ; satisfies the total and peak power constraints,

> feli)Cipl) = min Ci(p)) =op, k=1,....M . :

i€ | _’“ | | bepr = max - max min C(p7) (42)
then it solves the optimization problem in (40). _ .H/{in Ci(p?) (43)

1EN K41
VI. ALTERNATIVE SCHEME < max min C;(p)) (44)

The general objective of jammer networks is to degrade Tegy el . s

the localization performance of target nodes with respeet t < max max min Cj(p”) (45)

. . . reg J el
performance measure. In Section Il and Section IV, optimal Lt

jammer power allocation strategies have been investigated
maximize a certain function of the CRLBs of target nodes.
However, for some localization systems, it may be more crivherep? is the optimal power vector in (42) arg), denotes
ical to maximize the number of disabled (deactivated) targihe set of allk-element subsets of; ;. [ |

< in C;(p’) =t 46
_II‘%%);f IIIIJ%X rfél%l i(p”) k (46)



Next, the following proposition specifies the solution of O Anchor node
(41) A Target node
Proposition 6.3:In the case oft,,; < t < t; for k = T o - Jammer node
1,2,...,Np (wherety,4+1 is defined as zero), the solution Jammer 3
of (41) is the same as that of Scheme 2 obtained for the st A (%)
subnetwork consisting of all the target nodes in subsgtand Tafgst} Target 3
the corresponding number of disabled target nodes is equal t & (%)
k. = B Jamer 1 o
) > Target 2 A
Proof: Consider the case df,+1 < t < t,. The proof AJ , Targets
is based on showing that the maximum value|&f in (41) -s| i
must be smaller thak + 1 and that there exists a substt | Torgetd
consisting ofk target nodes which satisfy the constraints in ol o o
(41). Assume that the size of subsktis given to be equal
to k 4+ 1. Then, based on the definitions af,; and¢;1,

it is concluded that the maximum value the minimum CRLB -1 s . [Om] s 10

min;e Ci(p”) can take is equal té, 1, which is achieved

by p’ corresponding to the solution of Scheme 2 obtainag. 1. The network considered in the simulations, whereaihehor node
for the subnetwork consisting of all the target nodes in stibgositions are—10 0], [-5 —5v/3], [=5 5v/3], [5 5v/3], [5_— 5V/3], and
Agy1. This means that the size df must be lower thark + 1 %OB]QTH]'t’haentj"t%eet jg(r)r?ni eﬂoﬁgéoe“;cﬁsrﬁiinﬂ' %;.g 1}_’ ?[’}1 [Eg}]" En d_[6.5}5]""m'
in order formin;c C;(p”) > t to hold. Next, consider subset

Ay, whose size iic_ by definition. Then, from the defi_nitions of 1) Restricted Schemetn Fig. 2, the average CRLB of
Ax andty, the minimum CRLBmin,ea, Ci(p”’) achieves,  the restricted scheme is plotted againsfor various values
with p’ corresponding to the solution of Scheme 2 obtaingg the normalized total poweP;, wherea € [a,al. It is
for the subnetwork consisting of all the target nodes in stibgpserved that the average CRLB is a strictly decreasing and
Ag. ) B concave function ofn for a € [a,@] in accordance with
It is noted that the solution of (41) does not have to beroposition 4.4. Also, the edge points of the curves in Fig. 2
unique; that is, there can be more than one solution for thes marked as Scheme 1 and Scheme 2 since the restricted
problemlln (41). In Proposition 6.3, only one of the soluiongcheme converges to Scheme 1doe o and to Scheme 2 for
is specified. a = @ (see the paragraph before Proposition 4.4). Moreover,
the average CRLB achieved by the restricted scheme and the
VII. SIMULATION RESULTS values ofa and@ become larger as the total power increases,

In this section, the proposed schemes are investigal¥fich agrees with the CRLB expression in (13) and the
through simulations. Parametey;; in (9) is computed by definitions ofa anda. - .
Aij = 100Ny ||@; — y,||~2/2 based on the free space propa- In Fig. 3, the average and minimum CRLBs of the restricted
gation model presented in [15], and the peak power limits agheme are illustrated versus for various values of the
assigned a®Pe_ 10 v /. Also lyi¢|2 in (10) is modeled as normalized total powePr. From the figure, it is seen that an
a2 = chi—lzeH*Q a{nd the tot’al E)owePT is normalized as increase in\ can result in an increase in the average CRLB
Pr = 2Py /N, [14].'In addition, N, is taken a2, and LOS and a decrease in the minimum CRLB, which means that as

connections to all the anchor nodes are assumed for eact talgFreases the restricted scheme converges to Scheme lashere
node. It"converges to Scheme 2 asdecreases; this is in fact the

In the following subsections, three different localizatgce- 0l€ @ssigned ta\, which is specified by (22). In addition, it
narios are considered to corroborate the theoretical atiwivs 1S Observed that larger average and minimum CRLBs can be
obtained for the proposed optimization schemes. Spedjficafttained for higher values of the total power, as impliedtzy t
we provide examples for the restricted scheme propertiesGRLB expression in (13). Furthermore, it is noted from Fig. 3
Proposition 4.1, Corollary 4.2, Proposition 4.4, Corgfld5, that there can exist discontinuities in the average andmim
and Proposition 4.6, and for the alternative scheme priggertCRLBS, which occur due to the changes in the nature of
in Corollary 6.2 and Proposition 6.3. The first scenario i€ optimal power allocation strategies of the jammer nodes
cludes a network configuration where jammer nodes are pladd@Wever, it can be shown that the objective function in (22)
inside the convex hull of anchor nodes. In the second sagnafiVhich is the combination of the average and the minimum
jammer nodes are located outside the convex hull of ancHoRLBS) is continuous with respect ta
nodes to explore the theoretical results under variousorétw _ I" Fig. 4, the average and minimum CRLBs of Scheme 1,
configurations. Finally, the purpose of the third scenasitoi Scheme 2, and the restricted scheme ffer 0.3) are plotted

validate the sparsity property of the optimal power allarat Versus the normalized total power. The figure emphasizes
vector as demonstrated in Proposition 4.6. the main characteristic of the restricted scheme; namledy, t

restricted scheme can provide a trade-off between Scheme 1
) ) and Scheme 2: An increase in the minimum CRLB can be
A. Scenario 1: Jammers Inside the Convex Hull of A”Chorﬁnrovided at the expense of a decrease in the average CRLB,
For the first set of simulations, a network consisting of sigr vice versa. Also, in compliance with the definitions of
anchor nodes, five target nodes, and three jammer nodes-is dcheme 1, Scheme 2, and the restricted scheme, the maximum
sidered, where the node locations are as illustrated in Fig.and the minimum gaps between the average and the minimum
The PMFy([i] is defined ag[1] = 0.4, g[2] = g[4] = 0.1, and CRLBs are, respectively, achieved by Scheme 1 and Scheme 2
gl3] = g[5] = 0.2. for all Pr. Thus, it can be concluded that the restricted
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Fig. 3. Average and minimum CRLBs verspsfor the restricted schemes

Fig. 2. Average CRLB versua for the restricted schemes correspondingcorreSpondmg 1@ = 23 and P = 15 for the scenario in Fig. 1.

to Pr = 22, Pp = 20, and P = 18 for the scenario in Fig. 1, where
a € |a,@l]. The edge points marked by circles and squares correspond to
Scheme 1 and Scheme 2, respectively.

TABLE |
ALLOCATED POWERS TO JAMMER NODES FOR THE RESTRICTED SCHEME 5 : : :
FOR THE SCENARIO INFIG. 1. —— Average CRLB (Scheme 1)
= Minimum CRLB (Scheme 1)
A=0.2 A=0.6 18H = = = h : : —
pT PlJ P2J P’il PlJ PQJ P’il - -:\A\i/r?iﬁg;%RRLfB(;s;c;::neezz))
A CRLB (Rest. Sch.,A=0.3)
:g 8 o3 1207428189 %%50];12 2 8 8 LRI —— M‘illfi:g?n CRLB (Reesst. Scch.,)\=0.3)
9 0.5283 4.4222 4.0495 9 0 0 14

12 1 0.8033 6.1025 5.0942 10 0.7117 1.2883
15 1.0783 7.7828 6.1389 10 2.5532 2.4468
18 1.3533 9.4631 7.1836 10 4.3947  3.6053

CRLB [m?]

21 | 35789 10 74211 10 6.2362  4.7639 )
24 | 6.7206 10 72794 10 8.0777 59223
27 [ 9.8622 10 7.1378 10 9.9192 70808 05

0.6

scheme trades off the complexity for a decrease or an inereas 04 i ‘ ‘ ‘ ‘
in the gap between the average and the minimum CRLBs. Pr

Furthermore,P}k) and ¢ in Corollary 4.5 are calculated asF, i A o i CRLES of Sch L seh 5 sed h
k) : . . ig. 4. Average and minimum CRLBs of Scheme 1, Scheme 2, aad t
Pr”’ = 1.2914 and ¢ = 0.4761, which, according to Corol- restricted scheme (fok = 0.3) versusPy for the scenario in Fig. 1.

lary 4.5, indicates that the restricted scheme and Scheme 2
are identical forPr < 1.2914 and A < 0.4761. As observed
from Fig. 4, the restricted scheme far= 0.3 and Scheme 2

achieve the same minimum CRLB fdtr < 1.2914, which , ‘ ‘ ‘ ‘ ‘
complies with Corollary 4.5. In Table I, the optimal power e e

allocation strategies corresponding to the restrictecerses 18F| - - - Average CRLB (Scheme 2) 1
(for A = 0.2 and X = 0.6) are presented for various values of T Avarage CRLB (Rest. Sch A0 -
Pr for the scenario in Fig. 1. It is observed that the optimal FO/Lm = Minumum CRLS (Rest. Sch. 1=09),_— .

power allocation strategy can assign power to one, two, or
all three jammer node(s) in different scenarios. In additio

it is observed that as the total power limit increases furthe
the peak power limit starts becoming effective. As a result,

is noted that the optimal jamming policy may vary depending
on the specific network configuration, the choice of the desig 08
parameter\ in (22a), the total power limit in (22b), and the
peak power limit in (22c).

In order to derive the mean jamming performance when the 04 ‘ ‘ ‘ ‘ ‘
jammer nodes are randomly placed over an area of interest ° ® 10 o 2 % %
simulations are carried out for the network in Fig. 1. In the
simulations, the anchor and target nodes have fixed positidrig: 5. Average and minimum CRLBs of Scheme 1, Scheme 2, a@d th
whereas the jammer nodes are uniformly distributed Overjre tricted scheme (foh = 0.3) versusPr for the scenario in Fig. 1 with

. - . ) . . mer nodes uniformly distributed over a disk whose boonigarepresented
disk centered at the original jammer positions with a radiu$ dashed lines in Fig. 1.

CRLB [m?]

-

0.6
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Fig. 6. Alternative schemes (faPr = 11 and Py = 22) versust for the T fm]

scenario in Fig. 1.

Fig. 7. The network considered in the simulations, whereathehor node

positions arg—10 0], [-5 — 5v/3], [-5 5v/3], [6 5v/3], [5 — 5V/3], and

TABLE Il [10 0] m., the target node positions afe8 0], [-5 — 1], [0 5], [4 2] and

PARAMETERt;, AND ALLOCATED POWERS TO JAMMER NODES FOR THE [7 4} m., and the jammer node positions @:el(] 5]’ [0 1(]}, and [1(] 5} m.
ALTERNATIVE SCHEME FOR THE SCENARIO INFIG. 1.

T s outside the convex hull of the anchor nodes. The RjiFfor

T = T = . . N .

& In 77 7y P/ T P/ Py Py this scenario is defined agl] = g[2] = 0.1, g[3] = g[4] =
5080020 6.1117 4.8883 0.9799 2 1010 0.2, andg[5] = 0.4.

7 [ 0.0088 04782 9.7938 0.728p L0103 38493 10 _ 8.150 : .

3 109319 0.7288 0.2712 10 1.0533 2 10 10 1) Restricted Schemeén Flg 8, the average CRLB versus
2 [ 10242 133920 9.6608 1.1015 10 2 10 a is plotted for the restricted scheme for various values of
T 2342110 i 0 23980 10 02

the normalized total powePr. In Fig. 9, the average and

the minimum CRLBs of the restricted scheme are illustrated
of 1 m, as shown in Fig. 1. Fig. 5 illustrates the averag%gainst/\ for various values of the normalized total power
and the minimum CRLBs averaged ov&00 Monte Carlo ., In Fig. 10, the average and the minimum CRLBSs of

. cheme 1, Scheme 2, and the restricted scheme\(fe0.5)
cycles for Scheme 1, Scheme 2, and the restricted schemealoer illustrated versus the normalized total power. From the

A = 0.3. Similar to the fixed configuration used in Fig. 4 o :
Fig. 5 highlights the compromising nature of the restrictefI ure, it is observed that the restricted scheme ffor 0.5)

scheme. In addition, it is observed that random deploymI identical to_Scheme 2 fofr < 9.75 anq |dent|cal to
of jamrﬁer nodes sérves as a smoothing mechanism for 6heme.1 forPr > 19.28. For all of the_se flgures, similar
CRLB curves of all the schemes due to the averaging effe ervations to those for the network in Fig. 1 are made.

: . . ging able Il presents the optimal power allocation strategies
. 2) Al_ternat|v¢ Scheme.‘l’he altematlve scheme propose orresponding to the restricted schemes (for= 0.2 and
in Section VI is investigated in Fig. 6 for the scenario in _ ¢y’ tor various values ofPy for the scenario in Fig. 7.
Fig. 1. The figure plots the number of disabled target nodﬁzﬁe values ofp™® &, andb in Corollary 4.5 are calculated
versust for various values of normalized total pow&y-. It ) T > y &
is observed from the figure that the number of disabled targ& I~ = 7.3787, ¢ = 0.2830, andb = 1. As seen from
nodes decreases asincreases, which is in agreement withlable lll, the optimal strategy foA = 0.2 is to allocate all
Proposition 6.3. Also, the jamming performance measurée power to jammer node = 1 for Pr = 3 and Pr = 6,
with respect to the alternative scheme in (41) can be imgrovwhich is in compliance with Corollary 4.5. In addition, the
by increasing the total power, which is highly intuitive. rFoindividual target CRLBs corresponding to the optimal power
Pr =11, itis calculated that, = {1,2,4,5}, As = {1,3,5}, vector for Pr = 27 and A = 0.2 in Table IlI are obtained
As = {1,3) and A, = {1}: and for P, — 22, it is @s[0.6498 0.6498 0.8076 0.7547 2.0239]. Consider the PMF
calculated that\, = {1,2,3,5}, As = {1,3,5}, Ay = {1,3} vlil = Agli] + (1 — A)f[i] where A = 0.2, f[i] = 0.5
and A; = {1}. In Table II, the optimal power allocationfor i = 1,2 and f[i] = 0 otherwise. Then, the solution of
strategies for the alternative scheme are presented alithg wcheme 1 in (18) fop([i] is given byp; = [10 7 10]", which
the corresponding values of for various values ofP; for satisfies (23) in Proposition 4.1 and constitutes a solubibn
the scenario in Fig. 1. It is noted that some jammer nodé restricted scheme in (22) faifi], in compliance with
are ineffective in certain scenarios (e.g., for= 1,2,5 and Proposition 4.1. Also, it is noted thaf[i] contains2 point
Pr = 11) while all the jammer nodes are assigned nonzefadasses (i.e., the solution of Scheme 2 is determine® by
powers in other scenarios (e.g., for= 3,4 and Py = 11). In  target nodes), which is in accordance with Proposition 4.6.
addition, the monotonicity property of with respect tak, as Moreover, choosing the design parameter of the problem in
shown in Corollary 6.2, can be seen from Table I. (21) asa = mineq12. npy Ci(py) = 0.6498, the solution

of (21) is given byp?, which agrees with Corollary 4.2.

. . 2) Alternative Schemerthe alternative scheme is illustrated
B. Scenario 2: Jammers Outside the Convex Hull of Anchqys Fig. 11 for the scenario in Fig. 7. The figure shows the
Secondly, the network illustrated in Fig. 7 is considerecumber of disabled target nodes versufor various values

Unlike the previous scenario, the jammer nodes are locatefdnormalized total powelPr. For both Pr = 14 and Pr =



1.25

1.2

115

Average CRLB [m]

o
©

0.85

0.8
0.48

Fig. 8.

to Pr = 20, Pr = 17 and Py = 14 for the scenario in Fig. 7. The edge
points marked by circles and squares correspond to Schemé $cheme 2,

05 052 054 056
a [m?]

0.58

0.6

Average CRLB versus for the restricted schemes corresponding
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TABLE Il
ALLOCATED POWERS TO JAMMER NODES FOR THE RESTRICTED SCHEME
FOR THE SCENARIO INFIG. 7.

A=0.2 A =038
Pr | P/ Py P/ P/ P PJ
3 3 0 0 0 3
6 6 0 0 0 0 6
9 8.1195 0 0.8805| 0 0 9
12 99048 O 2.0952[ 0 2 10
15 10 0 5 0 5 10
18 10 0 8 0 8 10
21 10 1 10 1 10 10
24 10 4 10 4 10 10
27 10 7 10 7 10 10

2

respectively.
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Fig. 11. Alternative schemes (fdPr = 14 and Py = 17) versust for the
scenario in Fig. 7.

17, it is calculated thatA\y, = {1,3,4,5}, A5 = {3,4,5},

Ay = {3,5} and A; = {5}. Based on the above results and
those presented in Section VII-A2, it should be noted that
whether the relation\;, C Ay holds or not depends on the
total power constraint and the specific network configurgtio
which determines the individual target CRLBs and thus the
subnetwork that leads to the maximum max-min CRLB (see
Definition 6.1). In addition, Table IV illustrates the optin

Fig. 9. Average and minimum CRLBs versisfor the restricted schemes power allocation strategies for the alternative scheme_BgaI

corresponding taPr = 20 and Pr = 14 for the scenario in Fig. 7.

o

.8

CRLB [m]

Fig. 10.

Average CRLB (Scheme 1)

Minimum CRLB (Scheme 1)

=~ = = Average CRLB (Scheme 2)

= = = Minimum CRLB (Scheme 2)
Average CRLB (Rest. Sch.,A=0.5)

== Minimum CRLB (Rest. Sch., A=0.5)

20 25 30

Average and minimum CRLBs of Scheme 1, Scheme 2, laad
restricted scheme (fak = 0.5) versusPr for the scenario in Fig. 7.

with the corresponding values of for various values of°r
for the scenario in Fig. 7.

C. Scenario 3: Sparsity of the Optimal Solution

In the final example, the number of jammer nodes that are
effective in the solution of the restricted scheme is ingased
for different normalized power levels. A network consigtiof
six anchor nodes, three target nodes, and five jammer nodes
is considered, where the network configuration is shown in
Fig. 12. The target significance levels are setgf$ = 0.5,

TABLE IV
PARAMETER ¢}, AND ALLOCATED POWERS TO JAMMER NODES FOR THE
ALTERNATIVE SCHEME FOR THE SCENARIO INFIG. 7.

Pr =14 Pr =17

k [T Py Py Py T Py 12 Py

5 [ 0.6172__10 27504 __1.249% 0.6298__10 7 0

1| 0.6244 10 14173 25827 0.6355 10 62243 0.775
307020 0 4.8846  9.1154 0.7276 0 7 10

2 [ 0.7858 1.7376 10 2.2624 0.8021 29458 10 4.0547
T [ 19571 0O 7 0 199090 7 0
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average and peak jammer power constraints. Through tleoret
: : cal analyses, the restricted scheme has been shown toigstabl
R Toetes a trade-off between the two extreme cases — maximization
1} , % _Jammer node|| of the average and the minimum CRLBs. Then, a closed-
O Jamier3 0 form solution has been derived under certain conditions on
* Jammer 4 | the design parameter that adjusts the trade-off. In adhitio
Target 1 Target3* it has been proved that the average CRLB of the restricted
Jammerd A scheme is a strictly decreasing and concave function of the
o * Jammerﬂs 1 constraint on the minimum CRLB level. Furthermore, it has
Target 2™ been demonstrated that the optimal solution of the restfict
A | scheme involves at mos¥; jammer nodes, wheré&Ny is
Jammer 2 the number of target nodes, and that the optimal solution of
* o the minimum CRLB maximization scheme corresponds to at
1 most N; target nodes, wheré/; is the number of jammer
nodes. In order to cover more generic scenarios, an extensio
10 to the restricted scheme has been proposed, where target
nodes are assigned to subsets depending on their signdicanc
Fig. 12. The network considered in the simulations, wheesahchor node levels and the tolerable CRLB level is set differently fockea
|01OSitions ?r:e[:w (i], [55 - 5_t\_/5], [—5452\/5], 5 Z\/g}a[i 3 5\/§],da?hd subset in the formulation. In addition to the restrictedesub,
j[a%rﬂeT'ﬁodi gggsﬁiorr‘]g :r[go(f'o'fn[s_g{re_ 8]]" [[g’ a []7?]‘ a[nd [gm: g}”m € an alternative scheme has been proposed, where the number
of disabled target nodes is considered as the optimization

criterion. Extensive simulations carried out for variousaless

y [m]

o

x [Om]

4 — ‘ ‘ network configurations have exemplified the theoreticalltss

i —Pr = and illustrated the trade-off characteristics of the retsd

: ---Pp =38 scheme.

' - = Pp =20 Theoretical and numerical results obtained in this study
e provide important insights into the design of efficient jam

algorithms in practical scenarios. For instance, the dyars
property of the optimal jammer power vector leads to a
significant simplification of the solution for wireless netriks
o ‘ " containing fewer target nodes than jammer nodes. In addlitio
the proposed power allocation criterion puts forward a new
and generalized framework for power/resource optimizatio
and thus can be employed in different problems, such as
the problem of power allocation among anchor nodes for
0 02 04 06 o8 ! CRLB minimization of target nodes, where the objective is
A to minimize the average CRLB while keeping the maximum

Fig. 13. Number of nonzero elements in the optimal solutibthe restricted CRLB below a predefined threshold.
scheme for various values @ty versus) for the scenario in Fig. 12.

Number of Nonzero Elements in the Solution

g[2] = 0.3, andg[3] = 0.2. In Fig. 13, the number of nonzero APPENDIX

elements in the optimal jammer power vector corresponding t

the [estricted scheme againsts illustrated for various values A, Average CRLB Minimization Property of Least-Favorable
of Ppr. As seen from Fig. 13, the optimal solution containpMF

at most Ny = 3 jammer nodes forPr = 2 and Pr = 8,

which is in compliance with Proposition 4.6 since the peak Let g[i] and g[i] denote, respectively, the least-favorable
power constraint"*®* = 10, v /) is not effective forP, — 2 PMF and any valid PMF defined over the 4ét2,..., Ny}.
and Pr = 8. However, when the peak power constraint i4Is0, letp! andp: represent the solutions of Scheme 1 for
incorporated by setting’, = 20, the solution of the restricted 9[i] andg[i], respectively. Then,

scheme is determined by more than three jammer nodes for a

certain range of values of Therefore, it can be concluded that N~ Nt
the optimal jammer power vector is sparse for sufficiently lo Z glilCi(p)) =  min  Ci(p)) < Z gli1Ci(p])
values of Py (i.e., when the peak power constraint becomes=1 el Nr) i=1
ineffective). N
<> glilCip]) 47)
=1

VIIl. CONCLUDING REMARKS

In this paper, the restricted scheme has been proposedvttere the equality is due to (19), the first inequality is by
investigate optimal power allocation strategies for jammelefinition, and the last inequality follows from the fact tha
nodes in a wireless localization system. The restricteémseh p?] is the solution of Scheme 1 fgifi]. The overall inequality
aims to maximize the average CRLB of target nodes while (47) indicates that the least-favorable PMF minimizes th
keeping the minimum CRLB above a predefined level undaverage CRLB among all PMFs. |
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B. Equivalence of Scheme 1 and Scheme 2 Similarly, for the minimum CRLB corresponding o/,

Assume thayli] is the least-favorable PMF and thaf is in C:(p”) >k min C:(p’ +(1— in C:(p’
the solution of Scheme 1 fayfi]. Then, et i(#) =rier iprla)) +(1=#) ier i(pr(a2))
>ka;+ (1 —k)as , (57)
NT NT
min  Ci(p) =Y _ glilCi(p]) = > glilCi(p”) whereT = {1,2,....Nr}. Leta = min Ci(p’) anda” =
1€

1€{1,2,....,Np} " -
‘ i=1 i=1 kag + (1 — k) ag, thena > a* is concluded from (57). This

=z ' Ci(p’) (48 :
_ie{lg}?_r_l,NT} (p) (48) results in

J x J
for any power vectop”’ satisfying the total and peak power Cavg (P (7)) 2 Cave(p;: (@) (58)
constraints. Hencep? is also the solution of Scheme 2.1 > Cavg(P”) (59)
= £ Cavg (P} (1)) + (1 = £)Cavg (P} (a2))
(60)

C. Proof of Proposition 4.3
The steps of the proof are similar to those in [25, Theorewhich proves the concavity o (p;(a)), where (58)

2]. Namely, follows from the non-increasing property @, (p; (),
(59) is due to the definition of the restricted scheme with

Nt a =min C;(p’), and (60) follows from (56).
Zv[i]Ci(P;{) €T . . ; _
p Next, the strictly decreasing property df%vg(pT (a)) is

Np Np proved. To that end, the following equality is first shown to
=AY glcp) + (-0 Y fllcipd)  (a9) ol forae faa):

= = min Ci(p](a)) = . (61)
=\ Oavg(pi) + (1 - /\) min Ol(p*J) (50) et

i€{1,2,...,Nt}
SACag(!)+(1=X) _ min  Cy(p!)  (51)
¢ i€{1,2,...,N7} (1 — k)pl(a), where0 < k < 1 is selected so that
_ Np : Nz : min Ci(p?) > « (it is clear thatp’ satisfies the average
. . - 1€
<A : glilCi(py) + (1 =) Zf[l]ci(p*) (52)  and peak power constraints). The existence of suehcan
= be proved as follows:

A

Assume thainin Ci(p!(a)) > a, and definep’ 2 kp] +
1€

t

Nt
=2 (Rgli+ =3 7ld) o) (53 min C,(p7) =min (rd{p{ +(1-r)d/p/(a)) (62)
i N1 > rmin d; p{ + (1 - x)min d; p/ (o) (63)
= vli|C; *J < v[i]C; I 54 €T €T
2,7 = 2 T oY = smin Ci(p{) + (1~ ) min Ci(p] (@)

where (50) follows from (23), (51) follows from the inequli (64)
A 2 A and thatCuy, (p/) > minieqa...vo) CiP2), (52)  where (62) and (64) follows from (15). Si

is due to the relation between the m|n|muTm and the average ere (62) and (64) follows from (15). Inﬁ:ﬂm Cilp) =
operators, and (54) follows from that{ is the solution of a < a andmin C; (p(a)) > a, there eX'StSf”v € (0,1)

Scheme 1 for[:]. Hence, (30) in Proposmon 4.3 is obtainedsych that the expression in (64) is equal o Hence, the
u proof for the existence of is completed. From the definition
of Scheme 1, the average CRLB correspondingptb is
larger than that corresponding t/(a) for a € (a,@),
which implies thatCuy.(p?) > Cave(p](a)), leading to
The proof is constructed based on similar arguments to thasesontradiction with the definition of the restricted scheme
in [25, Lemma]. First, the concavity @, (p;/ (o)) is proved. (Note thatp’ satisfies the constraints in (21).) Thus, (61)
From the definition of the restricted scheme in (21), it can beust hold. Finally, leta < a3 < as < @, and assume
concluded thaCly, (P} (@) is & non-increasing function of.  that Cove(P] (1)) = Cavg(p](a2)). Then, p/(a;) is also
The new power vectgw’ is defined as a randomization of twothe solution of the restricted scheme fos, which requires
power vectors corresponding to the solutions of the rdstiic thatmm Ci(p!(a2)) = a1, which in turn contradicts with the
scheme forr; and as:

D. Proof of Proposition 4.4

fact thatml%l Ci(p!(az2)) = az. Therefore Covg (P! (c1)) >
1€

p’ £ kpl(a1) + (1 - k) p}(as) (55)  Cuyg(p(a2)) must hold. m
where) < a1 < as < @ and0 < k < 1. From the
definition of p”, it is clear thatp” satisfies both the total and REFERENCES
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[2] J. Figueiras and S. FrattasMlobile Positioning and Tracking: From
A J J Conventional to Cooperative TechniquesJohn Wiley & Sons, West
Cavg(p”) = £ Cavg (P (1)) + (1 — k) Cavg(py (a2)). (56) Sussex, 2010.



(31

(4

(5]

(6]

(7]

(8]

El

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

(18]

[19]

[20]

[21]

[22]

(23]

[24]
[25]

[26]

[27]

15

Z. Sahinoglu, S. Gezici, and |. Guventlltra-Wideband Positioning [28] R. J. McEliece and W. E. Stark, “An information theocestudy of

Systems: Theoretical Limits, Ranging Algorithms, and ¢tols New
York, Cambridge University Press, 2008.

S. Gezici, Z. Tian, G. B. Giannakis, H. Kobayashi, A. F. Iioh,
H. V. Poor, and Z. Sahinoglu, “Localization via ultra-widetnl radios:
A look at positioning aspects for future sensor networkSEE Signal
Processing Magazinevol. 22, no. 4, pp. 70-84, Jul. 2005.

S. Gezici, “A survey on wireless position estimatiolyireless Personal [30]

Communicationsvol. 44, no. 3, pp. 263-282, Feb. 2008.
Y. Shen and M. Z. Win, “Fundamental limits of wideband dization-

part I: A general framework [EEE Transactions on Information Theory [31]

vol. 56, no. 10, pp. 4956-4980, Oct. 2010.
K. Grover, A. Lim, and Q. Yang, “Jamming and anti-jamming
techniques in wireless networks: A survelpternational Journal of Ad

Hoc and Ubiquitous Computingol. 17, no. 4, pp. 197-215, Dec. 2014.132]

[Online]. Available: http://dx.doi.org/10.1504/IJAHUZ014.066419

H. Hu and N. Wei, “A study of GPS jamming and anti-jamming,
in 2nd International Conference on Power Electronics and lligeent
Transportation System (PEIT,S)ol. 1, Dec. 2009, pp. 388-391.

D. Lu, R. Wu, and H. Liu, “Global positioning system ajgimming
algorithm based on period repetitve CLEANET Radar, Sonar &
Navigation vol. 7, no. 2, pp. 1640-169, Feb. 2013.

Y. Zhang and M. Amin, “Anti-jlamming GPS receiver withdieced phase
distortions,” IEEE Signal Processing Lettersol. 19, no. 10, pp. 635—
638, Oct. 2012.

C. W. Commander, P. M. Pardalos, V. Ryabchenko, O. Stgltryaseyv,
and G. Zrazhevsky, “Jamming communication networks underpiete
uncertainty,”Optimization Lettersvol. 2, no. 1, pp. 53-70, 2008.

M. Li, I. Koutsopoulos, and R. Poovendran, “Optimal jaing attack
strategies and network defense policies in wireless semstworks,”
IEEE Transactions on Mobile Computingol. 9, no. 8, pp. 1119-1133,
Aug. 2010.

S. Gezici, M. R. Gholami, S. Bayram, and M. Jansson, ‘fdémy of
wireless localization systems|EEE Transactions on Communications
vol. 64, no. 6, pp. 2660-2676, June 2016.

S. Gezici, S. Bayram, M. N. Kurt, and M. R. Gholami, “Qpal
jammer placement in wireless localization systeniSEE Transactions
on Signal Processingvol. 64, no. 17, pp. 4534-4549, Sep. 2016.

W. W.-L. Li, Y. Shen, Y. J. Zhang, and M. Z. Win, “Robust \wer
allocation for energy-efficient location-aware netwdrk$éEEE/ACM
Transactions on Networkingrol. 21, no. 6, pp. 1918-1930, Dec. 2013.
W. Dai, Y. Shen, and M. Z. Win, “Distributed power alldzmn for
cooperative wireless network localizationEEE Journal on Selected
Areas in Communicationsol. 33, no. 1, pp. 28-40, Jan. 2015.

T. Wang, G. Leus, and L. Huang, “Ranging energy optiriiza for
robust sensor positioning based on semidefinite programil&EEE
Transactions on Signal Processingl. 57, no. 12, pp. 4777-4787, Dec.
2009.

T. Zhang, A. F. Molisch, Y. Shen, Q. Zhang, H. Feng, and E/.
Win, “Joint power and bandwidth allocation in wireless cemgive
localization networks,IEEE Transactions on Wireless Communications
vol. 15, no. 10, pp. 6527-6540, Oct 2016.

T. Zhang, C. Qin, A. F. Molisch, and Q. Zhang, “Joint alidion of
spectral and power resources for non-cooperative wirdtEsgization
networks,” IEEE Transactions on Communicationgl. 64, no. 9, pp.
3733-3745, Sep. 2016.

J. Chen, W. Dai, Y. Shen, V. K. N. Lau, and M. Z. Win, “Power
management for cooperative localization: A game theaketipproach,”
IEEE Transactions on Signal Processinvgl. 64, no. 24, pp. 6517-6532,
Dec. 2016.

G. Alirezaei, M. Reyer, and R. Mathar, “Optimum poweloahtion in
sensor networks for passive radar application&EE Transactions on
Wireless Communicationsol. 13, no. 6, pp. 3222-3231, June 2014.
H. Godrich, A. Petropulu, and H. Poor, “Power allocatistrategies
for target localization in distributed multiple-radar hitectures,”|EEE
Transactions on Signal Processingpl. 59, no. 7, pp. 3226-3240, July
2011.

P. Chavali and A. Nehorai, “Scheduling and power altmra in a
cognitive radar network for multiple-target trackingiZEE Transactions
on Signal Processingvol. 60, no. 2, pp. 715-729, Feb 2012.

E. L. Lehmann,Testing Statistical Hypothesegnd ed. New York:
Chapman & Hall, 1986.

J. L. Hodges Jr. and E. L. Lehmann, “The use of previoyseggnce

communication in the presence of jamming,” IEEE International
Conference on Communications (IC@pl. 3, 1981, p. 45.

Y. Qi and H. Kobayashi, “Cramér-Rao lower bound for igeation in
non-line-of-sight environment,” ilEEE International Conference on
Acoustics, Speech, and Signal Processing (ICAS8&®) 3, May 2002,
pp. 11-2473-111-2476.

Y. Qi, H. Kobayashi, and H. Suda, “Analysis of wirelessofpcation
in a non-line-of-sight environment,JEEE Transactions on Wireless
Communicationsvol. 5, no. 3, pp. 672-681, 2006.

A. Mallat, S. Gezici, D. Dardari, C. Craeye, and L. Vanderpe,
“Statistics of the MLE and approximate upper and lower baunrd
Part I: Application to TOA estimation,|IEEE Transactions on Signal
Processingvol. 62, no. 21, pp. 5663-5676, Nov. 2014.

Y. Shen, W. Dai, and M. Win, “Power optimization for neivi
localization,” IEEE/ACM Transactions on Networkingol. 22, no. 4,
pp. 1337-1350, Aug. 2014.

A. Wald, Statistical Decision Functions New York: Wiley, 1950.

J. v. Neumann, “Zur Theorie der GesellschaftsspieMdthematische
Annalen vol. 100, pp. 295-320, 1928. [Online]. Available: http:
/leudml.org/doc/159291

Suat Bayram received the B.S. degree from Middle
East Technical University, Ankara, Turkey in 2007,
and the M.S. and the Ph.D. degrees from Bilkent
University, Ankara, Turkey, in 2009 and 2011, re-
spectively. He has founded his own technology
company in 2015. He is also a senior engineer at
PaneraTech. His research interests lie in the fields of
statistical signal processing, radar signal processing,
and communications.

Musa Furkan Keskin received the B.S. and M.S.
degrees from the Department of Electrical and
Electronics Engineering, Bilkent University, Ankara,
Turkey, in 2010 and 2012, respectively. He is cur-
rently working towards the Ph.D. degree at the same
department. His current research interests include
signal processing, wireless localization, and visible
light communications.

Sinan Gezici(S'03—-M'06-SM'11) received the B.S.
degree from Bilkent University, Turkey in 2001,
and the Ph.D. degree in Electrical Engineering from
Princeton University in 2006. From 2006 to 2007,
he worked at Mitsubishi Electric Research Labora-
tories, Cambridge, MA. Since 2007, he has been
with the Department of Electrical and Electronics
Engineering at Bilkent University, where he is cur-
rently an Associate Professor. Dr. Gezici's research
interests are in the areas of detection and estimation
theory, wireless communications, localization sys-

in reaching statistical decisionsThe Annals of Mathematical Statistics tems, and visible light communications. Among his publaas in these areas
vol. 23, pp. 396-407, Sep. 1952. is the book Ultra-wideband Positioning Systems: Theaaétiémits, Ranging
M. K. Simon, J. K. Omura, R. A. Scholtz, and B. K. Levipread Algorithms, and Protocols (Cambridge University PressD8)0Dr. Gezici
Spectrum CommunicationsRockville, MD: Comput. Sci. Press, 1985, iS an associate editor for IEEE Transactions on Commubpitstand IEEE
vol. 1. Wireless Communications Letters.

M. Weiss and S. C. Schwartz, “On optimal minimax jammargl detec-

tion of radar signals,IEEE Transactions on Aerospace and Electronic

Systemsvol. AES-21, no. 3, pp. 385-393, May 1985.



Orhan Arikan was born in 1964, in Manisa, Turkey.
In 1986, he received the Bs.C. degree in Electrical
and Electronics Engineering from the Middle East
Technical University, Ankara, Turkey. He received
both the M.S. and Ph.D. degrees in Electrical and
Computer Engineering from the University of Illi-
nois Urbana-Champaign, in 1988 and 1990, respec-
tively. Following his graduate studies, he worked for
three years as a Research Scientist at Schlumberger-
Doll Research Center, Ridgefield, CT, USA. During
this time, he was involved in the inverse problems
and fusion of multiple modality measurements. In 1993, heejd Electri-
cal and Electronics Engineering Department of Bilkent @rsity, Ankara,
Turkey. His research interests are in the areas of stafistignal processing
and remote sensing. Currently he is a professor and the r@&airof the
Department. In 1998, He received the Distinguished Tegchward of
Bilkent University. In 2002, He received the Young Inveatmy Award in
Engineering from Turkish Scientific and Technical Resedfohndation. He
has served as the Chairman of IEEE Signal Processing Sotigkey Section

in 1995-1996 and served as the President of IEEE Turkey d®eati 2000-
2001.

16



