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Abstract—In this study, the optimal channel switching problem
is studied for average capacity maximization in the presere of
multiple receivers in the communication system. First, theopti-
mal channel switching problem is proposed for average capiy
maximization of the communication between the transmitterand
the secondary receiver while fulfilling the minimum average
capacity requirement of the primary receiver and considerng
the average and peak power constraints. Then, an alternatey
equivalent optimization problem is provided and it is shownthat
the solution of this optimization problem satisfies the corsaints
with equality. Based on the alternative optimization problem, it is
obtained that the optimal channel switching strategy emplgs at
most three communication links in the presence of multiple wail-
able channels in the system. In addition, the optimal stratgies

are specified in terms of the number of channels employed by

the transmitter to communicate with the primary and seconday
receivers. Finally, numerical examples are provided in or@r to
verify the theoretical investigations.

Index Terms—Channel switching, capacity, multiuser, time
sharing, power allocation.

I. INTRODUCTION

Optimal power allocation has critical importance for en

is studied in order to reduce the outage probability in fgdin
channels.

In addition to the power allocation approach, time sharing
(i.e., randomization) is another method for improving per-
formance of communication systems. The mechanism behind
the benefits of the time sharing (randomization) method is
related to a phenomenon called stochastic resonance (8R). T
counterintuitive effects of SR provides performance bésefi
in the context of statistical average for a system in which
nonlinearities and suboptimal parameters are observefd [12
[13]. In the literature, the time sharing approach has been
studied in the context of noise enhanced detection and esti-
mation (e.g., [14]-[18]), error performance improvemeng(,

[16], [19]-[24]), and jamming performance enhancemerf. (e.
[25]-[27]). Although an increase in the noise degrades the
system performance in general, addition of noise to a system
in conjunction with time sharing among a certain number
of signal levels can provide performance benefits [14]-[18]
In a similar context, stochastic signaling, i.e., time &hgr
among multiple signal values for each information symbol,
is performed for average power constrained non-Gaussian
Cchannels to improve the error performance of the system [19]

hanc_mg p(_erforma_nce of communication systems. For_ exng]_ In [19], it is presented that randomization (time sha)
ple, in fading enwronment_s, performance of cpmmumcgt!qg required among no more than three different signal values
between two users can be improved by employing an effiCigfifjer o achieve the optimal error performance in the presen

power allocation strategy (e.g., water-filling algorithrh])[

of second and fourth moment constraints. Also, time sharing

compared to the conventional uniform power allocation a%'mong multiple detectors (i.e., detector randomizatierrm-

proach. In the literature, the studies related to poweration

ployed over additive time-invariant noise channels [18]1][

have mostly focused on the performance metrics such Iﬂ5[16], it is obtained that time sharing between two antiglod

channel capacity (e.g.,

[1]_[_3_])' bit error rate (BER) (e'gsignal pairs and the corresponding maximum a-posteriob{pr
[41-[8]), and outage probability (e.g., [9]-[11]) in gewmér

In [1], the optimal power allocation strategy is derived fo
capacity maximization over a fading additive white Gaussi

ability (MAP) detectors can significantly enhance the syste
berformance in the presence of symmetric Gaussian mixture

%hoise. In a similar manner, the study in [21] investigatethbo

noise (AWGN) channel in the presence of perfect channed SWQfetector randomization and stochastic signaling appesafdr

information (CSI) at both the transmitter and the receiltés

an M-ary communication system in which an additive noise

obtained that the optimal strategy that maximizes the oBlanfy,annelis considered with a known distribution. In the eant

capacity is the water-filling solution in which more power iy jamming performance enhancement, a jammer can employ

allocated to better channel states if the signal-to-nG® I e sharing among multiple power levels in order to reduce
(SNR) is above a certain threshold and no power is transiinitig,s jetection performance of a receiver or to degrade tioe err

otherwise. Via optimal power aIIo_cajuon, Fhe ergodic catyac performance of a communication system [25]-[27].
and the outage capacity is maximized in [2] for secondary |, he presence of multiple channels in a communication

users in a cognitive radio network. In a similar context, thgystem time sharing (i.e., channel switching) can be eyeglo
optimal power allocation schemes are considered in [4] fg) enpance certain performance metrics such as average prob
cognitive radio networks in order to minimize the avera_ggbi“ty of error, average number of correctly received spiab
BER of secondary users. In [9], the optimal power allocatiof},y channel capacity [28]-[31]. The channel switching prob

. . N . lem is studied in [28] forM-ary communication systems in
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a single channel, time sharing between two different signsihgle channel and employs at most two channels for the
constellations over a single channel, or time sharing betwesecondary receiver. In addition to the communication syste
two channels with deterministic signaling over each channavith a single primary receiver, the channel switching peoil
The channel switching problem is also studied in [29] fan this study is also extended for communication systems in
maximizing the average number of correctly received sysbakhich there exist multiple primary receivers, each having a
between a transmitter and a receiver in the presence ofgeerseparate minimum average capacity requirement for the com-
power and cost constraints. It is proved that the optimaiunication with the transmitter. Lastly, numerical exaepl
strategy corresponds to channel switching either amongaae provided to exemplify the theoretical results.
most three different channels with full channel utilizati@.e., Compared to this manuscript, the studies in [30] and [31]
no idle periods), or between at most two different channel® not consider the multi-user scenario and consequergly th
with partial channel utilization. Unlike the studies in [28 optimal channel strategies obtained in those studies are no
and [29], the channel switching strategy is employed togrethapplicable for a communication system in which multiplersse
with power allocation in order to enhance thapacityof a communicate with each other. Even though the studies in
communication system in [30], [31]. In [30], the optimal cha [30] and [31] do not provide any approaches for multi-user
nel switching strategies are investigated for a commuiticat communication systems, they constitute a fundamentalicaspe
system in which a single transmitter communicates with far the optimal channel switching strategies obtained is th
single receiver in the presence of the average and peak poweihuscript. Therefore, the methods and approaches enaploye
constraints. It is obtained that the optimal channel svifiigh in this study bear a certain level of resemblance to those in
strategy corresponds to the exclusive use of a single chan®®] and [31]. On the other hand, it is important to note that
or to channel switching between two channels. In [31], th®ae contributions of this study to the literature are sigaifitly
study in [30] is extended for a communication system whet#fferent from the ones in [30] and [31]. More precisely, the
the channel switching delays (costs) are considered duectmstraint related to the minimum average capacity require
hardware limitations. It is shown that any channel switghinment of the primary receiver in the communication system
strategy consisting of more than two different channelsioain modeled in this study alters the analysis of the optimal okeén
be optimal. switching strategy and requires new proof approaches teat a
Although the channel switching problem has been Studi(h(ibstly different from the ones employed in [30] and [31].
for communication between a single transmitter and a singleThe main contributions of this study can be summarized as
receiver in the presence of average and peak power coristrajg|iows:
and in the consideration of channel switching delays, no
studies in the literature have considered the channel Isingc
problem in the presence of multiple receivers in the com-
munication system. In this study, a transmitter commuegat
with two receivers (classified as primary and secondary)
by employing a channel switching strategy among available
multiple channels in the system. The aim of the transmitter
is to enhance the average capacity of the secondary receiver
while satisfying the minimum average capacity requirement
for the primary receiver in the presence of average and peak
power constraint$. Also, due to hardware limitations, the
transmitter can establish only one communication link with
one of the receivers at a given time by employing one of
the communication channels available in the system. It is®
obtained that if more than one channel is available, then

o For the first time in the literature, the channel switching
problem is studied for average capacity maximization in
the presence of multiple receivers in a communication
system where the transmitter communicates with the
primary and secondary receivers in order to improve
the average capacity of the secondary receiver under the
average and peak power constraints and the minimum
average capacity requirement for the primary receiver.

It is obtained that the optimal channel switching strategy
includes no more thar3 communication links in the
presence of multiple available communication channels
in the system.

It is shown that the optimal channel switching strategy
corresponds to one of the following strategies:

the optimal channel switching strategy which maximizes the ~ — The transmitter performs communication with the
average capacity of the secondary receiver consists of me mo primary receiver over at most two channels and
than3 communication links. (It is important to note that each employs a single channel for the secondary receiver.
channel in the system constitutes two communication links; ~ — The transmitter communicates with the primary re-
that is, one for the communication between the transmittdr a ceiver over a single channel and at most two channels
the primary receiver and one for the communication between are occupied for the communication to the secondary
the transmitter and the secondary receiver.) In additiath w receiver.

regard to the number of channels employed in the optimale A low-complexity solution to the channel switching prob-
channel switching strategy, it is concluded that the tratism lem is provided, which requires the comparison of the av-

either communicates with the primary receiver over at most erage capacities obtained by two optimization problems,
two channels and employs a single channel for the secondary each having significantly lower computational complexity
receiver, or communicates with the primary receiver over a than the original channel switching problem.
R . o o « As an extension, the channel switching problem is refor-
In this study, the channel switching delays are omitted @eoto simplify

the system model. However, the main contributions of theuseript are valid mUIated_m the C0n5|de_ratlon_ O_f multiple primary rece_NerS
in the presence of switching delays, as well. and their corresponding minimum average capacity re-



h the secondary transmitter over one channel and it switches
to the remaining channels in order and communicates over

: Primary those channels for certain fractions of time. It is impottan

: hE \ Receiver to emphasize that the receivers are classified as primary

Transmitter \ o[ ChannelK|—e ‘4 and secondary in the study since the transmitter primarily

| . g .. . .
| he satisfies the minimum average capacity requirement for the
/ . . . . .

/ Channel 1 R primary receiver and then performs communication with the
J 5 , Secondary secondary receiver to enhance the average capacity of the

5 he | Receiver communication with the secondary receiver. This scenaxio i

Channel K “a applicable to wireless sensor networks in which child nodes

can employ the channel switching strategy in order to imgrov
Fig. 1. Block diagram of a communication system in which sraitter their average capacity while fulfilling the minimum average
communicatﬁs witr p(rfimary and t?ecccin)dary _receivecrjs \r/]ia rﬁi]aﬂwri]tchinhg capacity constraint of the parent node. Also, it can be dtate
amongK channels (irequency bands). It is noted that the the chan H H H
coefficients can be different for the same channels rma_lt_the channel SWItChIng sf[rategy may |mpr0v_e_ the energy
efficiency of the communication system by requiring a lower
quirements. average power to achieve the same average channel capacity
achieved by the conventional methods [32], [33].

II. SYSTEM MODEL AND PROBLEM FORMULATION

Consider a communication system in whié¢h different
channels (frequency bands) are available for a transmiter
communicate with two receivers classified as primary and
secondary. It is assumed that, due to hardware constraints,
the transmitter can establish only one communication link
with one of the receivers at a given time by performing
communication over one of the channels [30], [31]. The reaso Let B; andN;/2 denote, respectively, the bandwidth and the
for this assumption is that the transmitter and the recsigeg constant power spectral density level of the additive Ganss
assumed to have a single RF chain each due to complexity anaise for channel, wherei € {1, ..., K}, and leth* represent
cost considerations. The restriction caused by this assomp the complex channel gain for chanriddetween the transmitter
simplifies the circuit and antenna design at transmittexs aand receiverk, wherek € {p,s} denotes the label for either
receivers while reducing the hardware costs by allowingte e the primary or the secondary receiver. Then, the capacity of
ploy a single RF chain to transmit/receive data. The tratiemi channel between the transmitter and receivers expressed
can switch (time share) among thekechannels to improve as
the average capacity of the secondary receiver while gatgsf \h’?\QP
the minimum average capacity requirement for the primary CF(P) = B;log, (1 + ]\;—B> bits/sec 1)
receiver. The channels are modeled as statistically intbbgre L
ﬂat'fading additive Gaussian noise channels with Const%herep represents the average transmit power [34]
power spectral density levels over the channel bandwidths.

Also, the channel state information (CSI) is assumed to be

available at both the transmitter and the associated regeiv

and the channels can have different bandwidths and constant

spectral density levels in general. Fig. 1 illustrates tystesn

model with K different channels (frequency bands), where the

transmitter communicates with one primary and one secgndar

receiver via channel switching (i.e., time sharing). Ingbice,
the transmitter can initiate communication with the priynar
receiver and communicate over one channel for a certd

fraction of time. Then, it switches to another channel an d . hil ing th I
communicates with the primary receiver over that chann € secondary Teceiver while ensuring the minimum average

for another fraction of time. The similar process continuecé"‘p"."c'ty constraint for the primary receiver W'th the cdn3|_
for the remaining channels. Later, the transmitter esthbl eration of average and_peal_< power _constramts. To__prowde
communication with the secondary receiver and it appli mathematical formulation, time-sharing (channel svitgh

1 P p s s p
the same procedure as employed for the primary receiviqctors are defined ak;, ..., Aj, A3, ..., Aje, whereA” and

that is, for a certain fraction of time, it communicates with? denote the fractions of time when channet utilized by

the transmitter for communication with the primary receive
2Extensions to multiple receivers are presented in SectinAlso, the and the secondary receiver, respectively. Then, the faligw

terms, primary and secondary, used in the study have diffeneanings from optimal channel switching problem is proposed for average
the ones used in the cognitive radio literature where pgmaers are licensed it imizati f the link bet the t it
users and secondary users are unlicensed users that avecatio access the capacity maximization or the link between the transmi ted a

spectrum when primary users are not active. the secondary receiver under a minimum average capacity

The main objective of this study is to determine the op-
iwal channel switching strategy that maximizes the awerag
pacity of the communication between the transmitter and



constraint of the primary receiver: receiver as the original optimization problem (&):

K K
XS C3 (PP 2a X CSL (P? 3a
K K
subject to y ~ AP CP(PP) > Creq (2b) subject 0> AP CP, (PP) > Creq (3b)
i=1 i=1
K K

Z()\’Lp Pzp—i_Af st) S—Pava Z()\f Plp‘i-AiP,LS) SPav’

i=1 =1

Pipapise [Ovppk]v VZE{l,,K} (ZC)
K

YN =1,

i=1

PP P} €[0,Py], Vie{l,...,K} (3c)
K

D+ =1,

i=1

AN e0,1], Vie{l,...,K} (2d) AN elo,1], Vie{l,...,K} (3d)

177 177

where CF(P;) for k € {p,s} is as in (1), P’ and P; whereC¥ . (P) is defined as

represent the average transmit powers allocated to channel & N & &

¢ in order to communicate with the primary and secondary Cinax(P) = max{Cy(P),.... O (P)} )
receivers, respectively/..q is the minimum average capacityfor k e {p,s}.
requirement for the primary receivef), denotes the peak

power limit, and P,, represents the average power limit for Proof: Let {;\p s pP P.S}K denote the solution of
the transmitter. The average power limit can be associatt%% o tim.ization Z;olgier%’inl (12:)1 and* denote the cor-
with the power consumption and/or the batery life at the P P

transmitter. On the other hand, the peak power constrdmtsre resppndlng maximum average capacity. Thep, Fhe achieved
maximum average capacity for the communication between

to the maximum power level that can be produced by ﬂ}ﬁe transmitter and the secondary receiver can be written as

transmitter circuitry (i.e., a hardware constraint). lagsumed .. <K 14 s/ Bs o PR

that P, < Py andCl.q > 0. It is also important to note thatC . Zi.:l A G (.Pi )i From_the.defmmon O 1N (4),
. S . the following relation is obtained:

there exists a total acf X' communication links in the system

since each of thd{ channels (frequency bands) can be used . K o K e

for communicating with the primary receiver or secondary " = Z/\i CH(P)) < Z/\i Chiax (F7). (5)

receiver. i=1 i=1

It is noted that{\P, X3, PP, P?}K | satisfies the constraints in
(3). Therefore, it is deduced that the problem in (3) caneahi
the maximum average capacity obtained by the problem in (2);
that is, C* < C*, whereC* denotes the maximum average
capacity according to (3). Next, consider the solution @& th
optimization problem in (3). The maximum average capacity
obtained by (3) can be expressed’&s= Zfil N Cs (PP,
where {\}, X3, PP, PF1K | denotes the solution of (3). Now,

I1l. OPTIMAL CHANNEL SWITCHING FOR define functiongy*) (i) for k € {p,s} and setsS'Y for k €

COMMUNICATION BETWEEN THE TRANSMITTER AND THE ~ {p, s} as follows?

SECONDARY RECEIVER _
g® (i) £ arg max C)(PF), Vie{1,...,K}  (6)

le{1,....K}
and
Sk & fic{1,....K}|g®@GE) =m}, Yme{l,...,K}.

)
Since the optimization problem in (2) is not convex and
requires a search over4 dimensional space in general, it
is hard to obtain the solution of the problem in its curremirfo
Therefore, the aim is to convert the optimization probler{2n
into a tractable equivalent optimization problem, the gofu
of which is the same as that of (2). The following optimizatio
problem represents such an alternative optimization probl

] Proposition 1: T_he foIIowing optimizat_ion prObIem results 3In the case of multiple maximizers in (6), any maximizing érccan be
in the same maximum average capacity for the secondangsen forg*) (s).



Then, the following relations can be obtained foe {p,s}:

ZA’“ b ZA % oy (PR ®
-3 Y e

=1 nES(k)

9)

> gt An Pk
< )\k> Ck ("6—_
> ( 2 5o N
(10)
K
= M CHEPY (11)
i=1
where\" and P* are defined as
B Y g ARPE
S X and B & % (12)

G
> ) A
nes® nes®™ *n

fori e {1,..., K}. The equalities in (8) and (9) are obtained
from the definitions in (6) and (7), respectively, and the
inequality in (10) follows from Jensen’s inequality due to
the concavity of the capacity function [34], [35]. Based on
the inequality in (8)—(11), it is obtained thaf’s and P’’s
satisfy the minimum average capacity requwement in (2);
that is, Y25 AP CP(PP) > Cmq since )1 AP CP(PP) >

Z /\p Crrr)lax(Pp) and Z i=1 Ap Crrr)lax(Pp) Z OYCCI AISO

it is noted from (12), based on (6) and (7), thﬁt’s and
Pl's for k e {p,s} satisfy the other constraints in (2);
that is, Y5, (AP PP + A3 PS) < P, PP PP € [0,Py],
Vze{l K}, ZZ 1(A"+)\S)_1 andAf,/\fzo Vi € *
{1,. [} Therefore, the inequality in (8)—(11), namely,
C* < ZZ 1 Ai Ci(P;), implies that the optimal solution of (3)
cannot achieve a higher average capacity than that achieved
by (2); that is,C* < C*. Hence, it is concluded th&at* = C*
sinceC* > C* must also hold as mentioned at the beginning
of the proof. |

Based on Proposition 1, the solution of the original problem
in (2) can be obtained from the optimization problem in (3),
which is more tractable than the one in (2), as investigated
in the following. Proposition 1 also implies that an optimal
strategy always utilizes the best channel for a given power
level, as noted from (3a), (3b), and (4), which is intuitiveed
to the monotone increasing nature of the capacity expnessio

As a first step towards characterizing the solution of (3),
the following proposition provides a useful statement that
constraints in (3b) and (3c) always hold with equality.

Proposition 2: The solution of the optimization problem in
(3) satisfies the constraints {{8b) and (3c) with equality; that
is, Zz A} CR ;) = Teq ande W APPP X P =

de(
P.y, where {\P )3 PlD , PF}E | denotes the solution of3).

ERAYR

Proof: Assume thaf{ \l, X$, PP, Ps}X | is the solution of

cases are considered

If \¥ =0, Vi € {1,...,K}, then there exists at least
one Pp such thath < Pk smceZ LAY PP < Py
andZZ:1 A =1 due to the constralnts in (3c) and (3d),
respectively, andP,, < Pk by the assumption for (2).
Let P” denote one of them. Then, consider an alternative

solutlon{/\f, A5, PP PsAE | where
K
PP = min {Ppk, PP+ (Pav -y AfPf) /Af} :
- (13)
ip = (1) (1)
Chax(PP)
AP =3P vie{l,...,K}\{l}, (15)
PP =PP Vie{l,...,K}\{l}, (16)
A=A = (17)
P} = PP, (18)
X=X, Vie{2,.. . K}, (19)
PP=Ps Yie{2,. .. K} (20)

The solution {\P, )%, PP, Pf}E | achieves an average
capacity ofC* = 0 due toX$ = 0, Vi € {1,...,K}.

On the other hand, the alternative solution satisfies the
constraints in (3) and achieves a larger capacity; that
is C* = A3 Chax( P?) > 0 since \; > 0 and P} >

0. Therefore {AP X% PP Ps}E | cannot be optimal if
M =0, Vi € {1,..., K}, which contradicts with the
assumption at the beginning of the proof.

For the case thax; > 0, Ji € {1,..., K}, define a set

as

M=E{ie{l,...,K}| X} >0}. (21)

Next, consider the following cases:

— If P{ = Py, Vk € M, then there exists at least one
PP that satisfiesP” < P, since the constraints in
(30) and (3d) hoId LeP? represent one of them and
consider an alternatlve solutig\?, \s, PP, Ps Hay
where BP, AP, A” for all i € {1,.

K}\{l} Py

forall i € {1,...,K}\ {I}, X}, andP1 are as in
(13)-(18) and the remaining terms are as follows:
=N, (22)
keM

P5 = Py, (23)
N=0,Vie{3,.. . K}, (24)
PP=0,Vie{3,...,K}. (25)

The achieved average capacity by

{)‘pv)\fvpp st Kl IS OS = Zz 1 /\S rSnaX(PS)

which is lower than that achieved by the alternative

4In this case, it is assumed that multiple channels are dkaildor
communication; that isK > 1. In the case of a single channel available

(3) such thagl 1(/\p Pp—i-/\S P#) < P,,. Then, the following for communication (i.e.X = 1), a similar approach can be employed.



solution due to the following relation: solution {\*, A3, PP Ps}K where

1 (2 1 J1=

K s _ P
_ _ A =P, 35
:Z/\i ;mx z Z /\h rbndx (26) DS ' pP l PP ( )
i= keM Pr =P - P/, (36)
< Z X5 C3 L (Po) X=X, Vie{2,...,K}, (37)
KeM Pf =P8 Vie{2,...,K}. (38)
+K)‘ G (PD) (27) « For the case thak? > 0, 3i € {1,..., K}, define a set
ps as
=Y NCha(P)  (28) )
i=1 M2 {ie{l,...,K} |\ >0}. (39)
= (29) Next, consider the following cases:
where (26) follows from the condition that; = _ . _
Ppk7 Vk € M, the |nequa||ty in (27) is due to — If P]:: Ppka Vk € M, then COﬂSld?r an aItAernatlve
A3 >0 and P > 0, (28) is obtained based on (13)- solution {Al, X, PP, PF}IS |, whereA; and P} are
(18) and (22)-(25), and finallg* in (28) denotes the as in (36) and (37), resr)ectlvely, and
achieved average capacity by the alternative solution. 38— Z 3 (40)
Based on (26)-(29), it is obtained that < C=. 2 =, ko
Therefore, {\?, ¥, PP, Ps}X | cannot be optimal p_p 41
and consequently the assumption at the beginning . 2 = Ik (41)
of the proof must be false i’} = P, Vk € M A =0, Vie{s,...,K}, (42)
for the case thak} >0, Ji € {1,...,K}. Pf=0,Vie{3,...,K}. (43)
- If P} < Py, dk € M, then based on a similar _ o
approach to that in Lemma 1 of [30], an alternative - If P} < P,, 3k € M, then based on a similar
solut|0n{/\f, xS, PP, PPYE | can be expressed as approach to that in Lemma 1 of [30], an alternative
solution {A\P, Xs, PP, Ps}K | can be expressed as
AP =3P Vie{l,...,K}, (30) ' . ) s
PP =PP Vie{l,...,K}, (31) Fr= {mn{P_pk’H AR - Pl AL, 44
K P =P, Vie{l,...,K}\{l}, (45)
by =i 77+ - 3307 ) 1) =X el LK)
1=1 _
(32) where P is one of the power levels that satisfies
Pr=Pr, Vie{l,... . K}\{}, (39 Fr < Pk
X=X, vie{l,...,K} (34)  Similar to the first part of the proof, all alternative sotuts

where P* is one of the power levels that sat|sf|e§pec'f'ed for the cases above achieve a larger average tapaci
P < Pl Since Br > Pr and C=,, (P) in (4) is an {\,\3, PP, PsYK | does. Therefore, it is proved by
pk: e contradlc'uon that the solution satisfies the constrainin)

a monotone increasing functlon &f, it is obtained b
that the alternative solution achieves a larger avera}ﬂ’éth equality; that is Zl 1 A} Chax(P!) = Crea: u

capacity than{\}, A}, P, P;}/<, does. Therefore, Eyen though Proposition 2 states that the constraints in
the assumption at the beginning of the proof mugsp) and (3c) are satisfied with equality, it is still difficul
not be true. to solve the optimization problem in (3). Therefore, the
Based on the cases specified above, it is concluded feylowing proposition is presented in order to provide atfier
contradiction that the solution of the optimization prahle simplification for the optimization problem in (3).
in (3) satisfies the constraint in (3c) with equality; that is N _ o
Zz 1/\p PP+/\S Ps =P, Proposition 3: The optimal channel switching strategy
In the second part of the proof, the aim is to prove that tH@sed on the optimization problem {8) employs at most
solution of (3) satisfies the constraint in (3b) with equalits- min{3,2K} communication links.
sume that{ \}, X, PP, Pf1K | is the solution of (3) such that

1 1) 2

Proof: If K < 1, then the assertion in Proposition 3 holds

p p
tzh:érel /(\eZ)q(sjt%agﬁe;sToCnl{ree\q ?Qfegirequcr? t%ﬁtigsimop:og obviously. Otherwise, (ifX’ > 1), then consider the following
P transformations:

PP > 0. Let{/\ , PP} denote one of them. Then, there exists &

p P p p AP ifi< K
non- negauveD < PP such thaty_ = | X! Cglax(P ) > Chreqs = 40 ' l SN vie1,...2K)  (@47)
where AP = )P for aII ie{l,...,K} and P> = PP for all if i >K

ied{l,.. K}\{l} since max(P) is a monotone increasing .
PP ifi<K .
and contmuous function oP. Pi=" , Vied{l,...,2K} (48)
o If X =0, Vic{l,..., K}, then consider an alternative P, fi>K



wherem £ i — K. Also, define the following functions: and the optimal solution of (51) corresponds to a point on the
b L boundary ofconv(W,), the optimal channel switching strategy
Chaxi(P) = {Omax(P)’ ff Z <K ,Vie{l,...,2K} employs at mos8 communication links. [
0, ifi>K Based on Proposition 3 and the study in [30], the optimal

(49) channel switching strategy can be investigated as follows:
0 if i <K Let C\.yq denote the achieved maximum average capacity for

Cos(P) =3 = Vie{1,...,2K municati i :
max,i () = cs . (P), ifi>K "’ ied{l,....2K} the communication between the transmitter and the primary

(50) receiver when there is no secondary receiver in the system.
Then,C,.q can be calculated as follows:
for all P € [0,P,]. Based on the transformations in (47)

and (48) and the functions in (49) and (50), the optimizationé _ A C 553
problem in (3) can be written in the following form: e {AEI-,rIl’%)}(F 1 ; Cooex{ (559
K
max Z Vi Coani( (51a) subjectto Y " AP PP = P, ,
v P2 o i=1
2K PP €[0,P,], Vie{l,...,K} (55b)
subject toz Vi Chax.i(Pi) > Creq (51b) K
i=1 P—1, AP 1], Vi 1,...,K
2K ;Al 7Al€[07 ],\V/ZE{, ) }
> ViP;<Pu, P[0, Py, Vie{l,...,2K} (55¢)

= (51c) If the maximum average capacity achieved by the optimiza-

tion problem in (55) is strictly lower than the minimum
Z”i =1, v, €[0,1], Vie {1,...,2K} (51d) average capacity requirement for the primary receiver, (i.e
x Creq < Cheq), then there is no possible channel switching
strategy for the problem in (2) since the optimization peobl
in (3) is infeasible. If C‘req = Cheq, the optimal channel
switching strategy corresponds to switching between att mos
V= { (Z Vi Or];ax,i(Pi)’ Z Vi Chiax,i(F5), Z Vi R-) €R’ two channels between the transmitter and the primary receiv
/ / / based on the optimization problem in (2) and Proposition 4 in
, [30]. In that case, no communication is performed between th
Z vi=1, v el01], Bel0.Fud, vie{l,....2K} 0 panemitter and the secondary receiver. Therefore, thieath
(52) maximum average capacity s = 0. Finally, if C‘req > Creq)
then the optimal channel switching strategy correspondsiéo
of the following two strategies:

Next, define the following sets:

W = {w—{ul,...,UQK}

ui €Uy, Vi€ fl,..., 2K} « Strategy-1 (Communicate with the primary receiver
(53) over at most two channels and employ single chan-
nel for the secondary receiver):In this strategy, the
transmitter employs one or two channels to satisfy the
{(p Cf;mx (P), C5 (P )) cR3 | Pe [O’ppk]} ’ minimum average capacity requirement of the primery
vie 1 oK) (54) receiver and uses enly one channel |n.ord_er to maximize
B ' the average capacity of the communication to the sec-
It is noted that seV includes the solution of the optimization ondary receiver. The achieved maximum average capacity

where

problem in (51) by definition. LexV; represent théth element for the communication to the secondary receiver, denoted
of set W, which is also a set. Then, s&t is equal to the by Cs.,1, can be calculated as follows:
union of the convex hulls of sexV;, Vi € {1,...,\W|};

’ P Cstr A CE 56a
that is,V = Y] conv(W;). Therefore|J!Y] conv(W;) also T A Ae Py PPy max(F1) (56a)
|ncllu<_jes the solgtloq of t_he optimization pr_oblem in (51_DleT subject tody CF . (P2) + A3 CR . (Ps) = Creq  (56D)
definition of union implies thaF the solution of (5_1) is an M P+ A Py+ s Py = Pa
element ofconv(WV;) for somei € {1,...,|W|}. Without
loss of generality, let be one of them. Since the optimization P1, Py, Py € [0, By (56¢)
problem in (51) is a maximization problem, the solution of AL+ A2+ A3 =1, A1, A, A3 € [0, 1] (56d)

(51) resides on the boundary of the convex hull of Bét
Then, by Carathéodory’s theorem [36], [37], any point oa th
boundary of the convex hull of s&¥, can be represented by a
convex combination of at most points in setV;, whered is
the dimension of space in whidh, resides. SincéV, c R?

« Strategy-2 (Communicate with the secondary receiver
over at most two channels and employ single channel
for the primary receiver): In this case, the transmitter
maximizes the average capacity of the communication to
the secondary receiver by employing one or two channels



while meeting the minimum average capacity requiremetite system(}? (P) as defined in (1)Cfcq is the minimum
for the primary receiver via communication over a singlaverage capacity requirement for tfte primary receiver, and
channel. In this case, the achieved average capacity ¢ha other parameters are as in (2).
be expressed as It is noted that the optimization problem in (2) is a special
< < case of (59) when there exists only one primary receivet; tha
Chtr,2 e PPy A Cmax(Pr) + A2 Cipa (P2) is, when N = 1. Therefore, it is in general more difficult
(57a) to solve the optimization problem in (59) since it requires a
P (P3) = Chreq (57b) search over QK(NJ_r 1) dimensional space, which is higher
A P+ Mo Pyt Ao Py — P than4 K, corresponding to (2), faWv > 1. However, the results
PRl Atz A s T Savs obtained for the problem in (2) can be extended for (59), as
Py, Py, P3 € [0, P, (57¢)  explained in the following remark.
A+ A+ A3 =1, A\, A2, 03 €[0,1] (57d) Remark 1: Based on a similar approach to that in Propo-

Based on Strategy 1 and Strategy 2, the maximum avergltlon 1, it can be shown that an alternative optimization

e : )
capacity for the communication between the transmitter aﬁﬂ blem tp the pro_b_lem I59) can be obtam_ed: Al§o, the
aé)proach in Proposition 2 also holds for the optimizationipr

::gelcjgf[zgdgy receiver, which is the solution of (2), can li’em in (59) and consequently the solution (§9) satisfies the
constraints in(59b)and (59c¢) with equality. Moreover, similar
C* = max{Cs,1, Cstr,2} (58) to the proof in Proposition 3, it can be stated for the opti-
i ) mization problem in(59) that the optimal channel switching
whereCy, 1 and Cy, » are as in (56) and (57), respectlvely.Strategy based o(69) employs at mostin{ N +2, K (N+1)}

It is important to note that the optimization problems 'nx56communication links in the system, whe@N + 1) links are

and (57) have significantly lower computational complexity,ijapie in total. Specifically, the optimal channel switg

compared to the original (_)ptimization problem in (2) sincgtrategy can be realized by switching among at miostr 2)
egch of (56) and (57) requires a search iny OY@mhme”' communication links in the presence of multiple available
sional spacewhereas a search overdd dimensional space channels in the system; that i& > 1.

is required for the problem in (2), whed¢ > 1. It is concluded from Remark 1 that the solution of (59)
can be calculated by solving a total @V + 1) optimization
IV. OPTIMAL CHANNEL SWITCHING IN THE PRESENCE OF  yrohlems, each requiring a search ove(a +2) dimensional
MULTIPLE PRIMARY RECEIVERS space, and then choosing the maximum among the obtained
In the presence of multiple primary receivers, each havirgyerage capacities. Hence, the optimal channel switchiag s
an individual minimum average capacity requirement, theyy based on the optimization problem in (59) can be obtained
optimization problem in (2) can be extended as follows:  with low computational complexity.
For complexity comparisons, assume that there exist finitel

subject toA; CP

K
max Z)\Zs, C5(P) (59a) Many possible values off and P} for eachk € {p,s} and
O IR S S i€{l,...,K}, whereXF € [0,1] and P} € [0, Py] for all
P k€ {p,s} andi € {1,...,K}. Let N, denote the number of
subject toz AP CPI(PPT) > Cgcq’ vje{l,...,N}, different A values for\ € [0, 1] and Np represent the number

of different P values forP € [0, P.x]. Then, the original
(59b) optimization problem in (2) has a computational complexity
X N of O(N# x N2K). On the other hand, the complexity of
s ps Pj pbj each optimization problem in (56) and (57) is in the order of
Z METE Z AET ) S B (59¢) O(N§ x N}). Therefore, in the presence of multiple available
s by _ ) channels, instead of solving the original optimizationkpeon
P} Py €0, Py, Vie{l,...,K}, Vje{l,...,N}, (2) with a complexity of O(NZX x N3K) where K > 1,
(59d) the solution of (2) can be obtained with a lower computationa
K N complexity by solving two optimization problems in (56) and
Z A+ Z A =1, (59e) (57), each having a computational complexity@fN3 x N3).
i=1 j=1 In the presence oV primary receivers in the communication
N € 0,1], Vi€ {1,...,K},Vje{l,...,N}, system, the complexity of the optimization problem in (59) i
(59f) O(NENT 5 NEHD) However, the solution of (59) can
be calculated with a lower complexity by solviidg + 1 op-

pj pj i ; ;

where A;” and P;” denote, respectively, the time-sharingimization problems, each having a computational compfexi
factor and the average transmit power allocated to chan%cFIO(NNw x NY+2)
A rp )

1 for the communication between the transmitter and jtte
primary receiver,N is the number of primary receivers in

i=1

i=1 j=1

V. NUMERICAL RESULTS

°Note that the search space dimensions of the optimizatioblgms in (56) In this section, several numerical examples are preseated t
and (57) are obtained by substituting the equality conggain (56b)-(56d) , p p

and (57b)-(57d) into the objective functions in (56a) anda(s respectively. investigate the performance of the proposed strategiesand
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Fig. 2. Capacity of each link versus power for the commuivcabetween
the transmitter and the primary receiver, whéte = 1 MHz, By = 3 MHz,
B3 = 4MHz, By = 5MHz, Bs = 10MHz, N; = Ny = N3 = Ny =
N5 = 10712 W/Hz, [R}|? = 1, |h5|? = 0.1, |R}|2 = 0.1, \hPR = 0.1,
and|hE|? = 0.05.

Fig. 3. Capacity of each link versus power for the commuiocabetween the
transmitter and the secondary receiver, whBe = 1 MHz, By = 3MHz,
Bs = 4MHz, By = 5MHz, Bs; = 10MHz, Ny = N2 = N3 = Ny =
N5 = 10712 W/Hz, [h5]2 = 1, |k§|2 = 0.1, |h§|2 = 0.1, |h5]2 = 0.1,
and|hg|? = 0.1.

illustrate the optimal strategy for various values of therage
power limit and the minimum average capacity requireme
for the primary receiver. To that aim, a communication syste
is considered withX' = 5 channels, the bandwidths and the
noise levels of which are given biy; = 1 MHz, B, = 3 MHz,
B3y = 4MHz, B, = 5MHz, B5; = 10MHz, and N; = Ny, =
N3 = Ny = N5 = 1072 W/Hz (cf. (1)). It is assumed that
all the channels are available for the transmitter and can
used to communicate with both the primary and seconde
receivers. Also, for these channels, the channel powersga
from the transmitter to the primary and secondary receive
are given bylhl > =1, [R5 = 0.1, |h})? = 0.1, |} |?> = 0.1,
|RE2 = 0.05, |h5 ]2 =1, |h5]? = 0.1, |h§|*> = 0.1, |h5]* = 0.1,
and |hg|? = 0.1. In this scenario, the peak power constrair
in (2) is set toP,x = 0.1 mW. The capacity of each link
available for the transmitter to communicate with the priyna
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and secondary receivers is plotted as a function of power In
Fig. 2 and Fig. 3, respectively. Fig. 4. Average capacity versus average power limit fort&gyal, Strategy

In order to investigate the effect of the average powerand the optimal channel switching strategy for the sceniariFig. 2 and
limit on the performance of the optimal channel switchin§'d: 3 Wher€Creq = 5Mbps.
strategies, the minimum average capacity constraint fer th
primary receiver in (2) is set t6..q = 5Mbps first. Then,
by considering the channel links in Fig. 2 and Fig. 3, thdne communication to the secondary receiver. Therefoee, th
optimal average capacities are obtained for differentayer optimal strategy for the transmitter is to communicate with
power limits (P,,) based on Strategyin (56) and Strategg the primary receiver over at most two channels and to employ
in (57), and the achieved maximum average capacities aesingle channel for the secondary receiver. It is also noted
presented in Fig. 4. From Fig. 4, it is observed that= 0 that the solutions of the optimization problem in (2) for
for P, < 0.031mW since there is no feasible solution ofdifferent values ofP,, > 0.031 mW satisfy the average power
the optimization problem in (2) folC\., = 5Mbps and and minimum average capacity requirement constraints with
P,. < 0.031 mW. On the other hand, foP,, > 0.031 mW, equality as Proposition 2 states.
the optimal channel switching strategy can be obtaineddase To analyze the optimal strategy in Fig. 4 in more detalil,
on (56) and (57), and it corresponds to Stratdgyor all Table | presents the solutions of the optimal strategy for
P, > 0.031 mW since Strategyl outperforms Strateg® various values of the average power limit,,. In the table,
in terms of the achievable maximum average capacity ftve optimal solution is represented by paramedis\s, P,
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channell and channelt for the primary receiver and to the
i T Svategy 1 use of channeb only for the secondary receiver. Also, for
- = = Strategy 2 Creq = 3.0Mbps andC,., = 3.5Mbps, the optimal strategy
o ‘ ‘ ‘ === Optimal Strategy || is to employ channel and channeb for the primary and
~N secondary receivers, respectively. In this case, it is vlkse
5t RS 1 that both Strategyt and Strategy2 are optimal. Lastly, there

is no optimal channel switching strategy ., = 6.0 Mbps.

3l | VI. CONCLUDING REMARKS

Average Capacity (Mbps)

In this study, the optimal channel switching problem has
2r 1 been investigated for average capacity maximization in the
presence of multiple receivers in a communication system
r ' ‘ ‘ 1 where multiple AWGN channels are available for a transmitte
~ to communicate with the receivers. First, the optimal clehnn
% 1 2 3 4 5 s switching problem has been presented for the communication
Creq (MbPS) of a transmitter with the primary and secondary receivethén
presence of the minimum average capacity requirement of the
Fig. 5. Average capacity versus minimum average capaciyirement for primary receiver and the average and peak power constraints
Stategy L, ?:tiﬁt‘zggga ?:ri‘g. g"ewﬂ‘;gf'zcg‘t"(;g”ﬂv\sl_"v'mh'”g strategy for theThen_, an equivalent optimization problem has been proposed
and it has been proved that the solution of this problem
satisfies the constraints in equality. Based on the proposed
optimization problems, it has been shown that the optimal
P}, i*, andj* for all k € {p,s}, meaning that channét is channel switching strategy does not involve more than three
used with time-sharing factox} and powerP", and channel communication links when multiple channels are availahle i
j* is employed with time-sharing factox and powerP} the communication system. Furthermore, the possible @ptim
to communicate with the primary receiver fér = p and channel switching scenarios have been specified in terms of
with the secondary receiver for = s. It is deduced from the number of channels required for the transmitter to com-
Table | that there is no possible channel switching strategyunicate with the primary and secondary receivers in omler t
for P,y = 0.01mW, P,, = 0.02mW, and P,, = 0.03mW. achieve the maximum average capacity of the communication
On the other hand, for the othét,, values in Table I, the to the secondary receiver while fulfilling the minimum agga
optimal strategy for the average capacity maximization ehpacity requirement of the primary receiver. Numerical ex
the secondary receiver is to communicate with the primagmples have been provided to illustrate the theoreticailtses
receiver over channdl and channell via channel switching, and to demonstrate the benefits of channel switching.
and to employ channél exclusively to communicate with the
secondary receiver.
In Fig. 5, the maximum average capacities for the strategies
stated in Fig. 4 are plotted versus the minimum averag@l A J. Goldsmith and P. P. Varaiya, “Capacity of fading chels with
. . . . channel side informationJEEE Trans. Inf. Theoryvol. 43, no. 6, pp.
capacity requiremeng/..q, based on the scenario in Fig. 2and 1935 1992, Nov. 1997.
Fig. 3. The average power limitin (2) is set®, = 0.05mW.  [2] X.Kang, Y. C. Liang, A. Nallanathan, H. K. Garg, and R. Bga“Op-

REFERENCES

Erom Fig. 5, it is obtained that Strategy is the optimal timal power allocation for fading channels in cognitive indetworks:
. Ergodic capacity and outage capacitffEE Trans. Wireless Commun.

stra}tegy for Creq € (0,2.6] Mbps whereas Strategy is vol. 8, no. 2, pp. 940-950, Feb. 2009,

optimal for Cieq € [3.9,5.8] Mbps. On the other hand, for [3] F.zhou, N. C. Beaulieu, Z. Li, J. Si, and P. Qi, “Energyiiént optimal

Crcq c (2.6, 3.9) Mbps, both Strategyl and Strategy2 are power allocation for fading cognitive radio channels: Efigocapacity,

. . . . . outage capacity, and minimum-rate capacityfEE Trans. Wireless
optimal since the communication is performed over a single o000l 15, no. 4, pp. 2741-2755, Apr. 2016.

channel for each of primary and secondary receivers. Also, 4] D. Xu, . Feng, and P. Zhang, “Minimum average BER powéscation

is noted that there is no optimal strategy G, > 5.8 Mbps g)r fading Choélirll\lnetlz irll_ cogCniti\]{e( \;\7213 (Bgetwgcr)lisl," IEE;E8 \/g/geless
H ~ H : H . ommun. an etworkin ont. ar. , . —0O.
sinceC,q in (55) cannot achieve a capacity equal to or hlghe[5] P H. Reddy, V. N. Kumgar’ M. Z. A Khan, andpﬁﬂ' B. Srinivas,

than C\..q; that iS,Ci'rcq < Cheg- “Optimal power allocation in space and time in MISO Raylefgiing

Similar to Table I, the solutions of the optimal strategiels f channels with peak to average power ratio constraint/EiBE Sarnoff
. .. . . SymposiumApr. 2007, pp. 1-6.
various values of the minimum average capacity requiremert] | “Goldfeld, V. Lyandres, and D. Wulich, “Minimum BER paw loading
of the primary receiver(,.,, are presented in Table Il. It is for OFDM in fading channel 1EEE Trans. Communvol. 50, no. 11,

noted from Table Il that the optimal strategy for the Value??] 2\?.P.1I752e9rt_e17|\3;I?’A,.\lE\./.Hzec:?lihdez and A. |. Perez-Neiraptirst power

Sat'Sfy'ng Creq < 25 MbpS CorreSponds to the exclusive allocation for minimum BER in a SISO-OFDM system,” I[REE Int.
use of channell for the primary receiver and to channel  Conf. on Commun. (ICG)ol. 2, May 2003, pp. 1263-1267 vol.2.
switching between channéland channeb for the secondary [8] P- Zhang and H. C. Yang, "Minimum-BER power allocatiorr fmul-

. . ticarrier systems with outdated channel state informédtiam 2007
receiver whereas for the ValueS@Icq with Orcq > 4.0 Mbps IEEE Canadian Conference on Electrical and Computer Enrgjiimg
and Ceq < 5.5Mbps, it corresponds to switching between  (CCECE) Apr. 2007, pp. 180-183.



TABL

El

11

OPTIMAL STRATEGY FOR THE SCENARIO INFIG. 2 AND FIG. 3, WHICH EMPLOYS CHANNEL%* AND CHANNEL jk WITH TIME -SHARING FACTORS)\If AND
A’g AND POWER LEVELSPlk AND sz, RESPECTIVELY, TO COMMUNICATE WITH THE PRIMARY RECEIVER(k = p) AND THE SECONDARY RECEIVER

(k =s).

Po W) X [ PP (@] A (B[ % [B[r[%]B]F
0.01 — — — — — — — - | = — - | =
0.02 — — — — — — — - | = — - | =
0.03 — — — — — — — - | = — - | =
0.04 0.8963 | 0.0331 | 1 0.0552 | 0.1 | 4 0.0484 | 0.1 | 5 — - | =
0.05 0.7469 | 0.0331 | 1 0.1512 | 0.1 | 4 0.1019 | 0.1 | 5 — - | =
0.06 0.5975 | 0.0331 | 1 0.2471 |1 0.1 | 4 0.1553 | 0.1 | 5 — - | =
0.07 0.4482 | 0.0331 | 1 0.3431 | 0.1 | 4 0.2088 | 0.1 | 5 — - | =
0.08 0.2988 | 0.0331 | 1 0439 | 0.1 | 4 0.2622 | 0.1 | 5 — - | =
0.09 0.1494 | 0.0331 | 1 0.535 | 0.1 | 4 0.3156 | 0.1 | 5 — - | =

TABLE 1l

OPTIMAL STRATEGY FOR THE SCENARIO INFIG. 2 AND FIG. 3, WHICH EMPLOYS CHANNEL7* AND CHANNEL j* WITH TIME-SHARING FACTORSA¥ AND
A% AND POWER LEVELSPF AND PJ, RESPECTIVELY TO COMMUNICATE WITH THE PRIMARY RECEIVER(k = p) AND THE SECONDARY RECEIVER

El

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

(18]

(k =s).

CoaMbpS)[| A [ PP (@] % [PPIA % | B o] % [ Bl
0.5 0.1146 | 0.0196 | 1 — — — 0.5071 | 0.0196 | 1 0.3783 |1 0.1 | 5
1 0.2292 | 0.0196 | 1 — — — 0.3925 | 0.0196 | 1 0.3783 |1 0.1 | 5
1.5 0.3438 | 0.0196 | 1 — - | - 0.2779 |1 0.0196 | 1 || 0.3783 | 0.1 | 5
2 0.4584 | 0.0196 | 1 — - | - 0.1633 | 0.0196 | 1 || 0.3783 | 0.1 | 5
2.5 0.573 | 0.0196 | 1 — - | - 0.0487 | 0.0196 | 1 || 0.3783 | 0.1 | 5
3 0.6518 | 0.0233 | 1 — — — 0.3482 0.1 5 - - -
3.5 0.7096 | 0.0295 | 1 — — — 0.2904 0.1 5 - - -
4 0.7469 | 0.0331 | 1 0.025 | 0.1 | 4 0.2281 0.1 5 — - | =
4.5 0.7469 | 0.0331 | 1 || 0.0881 | 0.1 | 4 0.165 0.1 5 — - | =
5 0.7469 | 0.0331 | 1 || 0.1512 | 0.1 | 4 0.1019 0.1 5 — - | -
5.5 0.7469 | 0.0331 | 1 0.2143 | 0.1 | 4 0.0388 0.1 5 - - -
6 — — — — — — — — — — —

C. Huang, R. Zhang, and S. Cui, “Optimal power allocatfon outage
probability minimization in fading channels with energy resting
constraints,”IEEE Trans. Wireless Commurvol. 13, no. 2, pp. 1074—
1087, Feb. 2014.

L. Li and A. Goldsmith, “Minimum outage probability andptimal
power allocation for fading multiple-access channels JEEE Interna-
tional Symposium on Information Theory (ISITune 2000, pp. 305-.
G. Caire, G. Taricco, and E. Biglieri, “Optimum power ntml| over
fading channels,lEEE Trans. Inf. Theoryvol. 45, no. 5, pp. 1468—
1489, July 1999.

M. D. McDonnell and D. Abbott, “What is stochastic resmce?
Definitions, misconceptions, debates, and its relevanbiotogy,” PLoS
Computational Biologyvol. 5, no. 5, pp. 1-9, May 2009.

L. Gammaitoni, P. Hanggi, P. Jung, and F. Marchesonip¢Bastic
resonance,Rev. Mod. Physvol. 70, no. 1, pp. 223-287, Jan. 1998.
H. Chen, P. K. Varshney, S. M. Kay, and J. H. Michels, “@heof the
stochastic resonance effect in signal detection: Partxée-tetectors,”
IEEE Trans. Sig. Processingol. 55, no. 7, pp. 3172-3184, July 2007.
H. Chen, P. K. Varshney, and J. H. Michels, “Noise enlegnparameter
estimation,” IEEE Trans. Sig. Processingol. 56, no. 10, pp. 5074—
5081, Oct. 2008.

A. Patel and B. Kosko, “Optimal noise benefits in NeynRearson and
inequality-constrained signal detectiodEEE Trans. Sig. Processing
vol. 57, no. 5, pp. 1655-1669, May 2009.

S. Bayram and S. Gezici, “Noise enhanced M-ary compdsjpothesis-
testing in the presence of partial prior informatiolfEE Transactions
on Signal Processingvol. 59, no. 3, pp. 1292-1297, Mar. 2011.

S. Bayram, S. Gezici, and H. V. Poor, “Noise enhancedottygsis-

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

testing in the restricted Bayesian frameworkZEE Trans. Sig. Pro-
cessing vol. 58, no. 8, pp. 3972-3989, Aug. 2010.

C. Goken, S. Gezici, and O. Arikan, “Optimal stochassignaling
for power-constrained binary communications systenlSEE Trans.
Wireless Communvol. 9, no. 12, pp. 3650-3661, Dec. 2010.

——, “Optimal signaling and detector design for powenstrained
binary communications systems over non-Gaussian chghn&gE
Commun. Lettersvol. 14, no. 2, pp. 100-102, Feb. 2010.

B. Dulek and S. Gezici, “Detector randomization andchastic signal-
ing for minimum probability of error receiverslEEE Trans. Commun.
vol. 60, no. 4, pp. 923-928, Apr. 2012.

H. Chen, P. K. Varshney, S. M. Kay, and J. H. Michels, “@he
of the stochastic resonance effect in signal detectiont IRavariable
detectors,IEEE Trans. Sig. Processingol. 56, no. 10, pp. 5031-5041,
Oct. 2007.

B. Dulek and S. Gezici, “Optimal stochastic signal desand detector
randomization in the Neyman-Pearson framework,"3ifth IEEE Int.
Conf. Acous., Speech, Signal Process. (ICAS&Rto, Japan, Mar.
25-30 2012, pp. 3025-3028.

E. L. Lehmann,Testing Statistical Hypothese&nd ed.
Chapman & Hall, 1986.

M. Azizoglu, “Convexity properties in binary deteatigoroblems,"|EEE
Trans. Inform. Theoryvol. 42, no. 4, pp. 1316-1321, July 1996.

B. Dulek, S. Gezici, and O. Arikan, “Convexity propedi of detec-
tion probability under additive Gaussian noise: Optimanaling and
jamming strategies,IEEE Trans. Signal Processvol. 61, no. 13, pp.
3303-3310, July 2013.

S. Bayram, N. D. Vanli, B. Dulek, I. Sezer, and S. Gezi€@ptimum

New York:



[28]

[29]

[30]

[31]

[32]

(33]

[34]
[35]
[36]

[37]

power allocation for average power constrained jammerkdrptesence
of non-Gaussian noise EEE Commun. Lettersol. 16, no. 8, pp. 1153—
1156, Aug. 2012.

B. Dulek, M. E. Tutay, S. Gezici, and P. K. Varshney, “©mdl signaling
and detector design for M-ary communication systems in tiesgnce
of multiple additive noise channelsDigital Signal Processingvol. 26,
pp. 153-168, Mar. 2014.

M. F. Keskin, M. N. Kurt, M. E. Tutay, S. Gezici, and O. Aan,
“Maximization of average number of correctly received sytsbover
multiple channels in the presence of idle periodBjgital Signal
Processingvol. 54, no. C, pp. 95-118, July 2016.

A. D. Sezer, S. Gezici, and H. Inaltekin, “Optimal chahrswitching
strategy for average capacity maximizationZEE Trans. Commun.
vol. 63, no. 6, pp. 2143-2157, June 2015.

A. D. Sezer and S. Gezici, “Average capacity maximatvia channel
switching in the presence of additive white gaussian ndmseels and
switching delays,"lEEE Trans. Wireless Commur2016.

A. Mesodiakaki, F. Adelantado, L. Alonso, and C. Vetikis, “Energy
efficiency analysis of secondary networks in cognitive eaglistems,” in
IEEE International Conference on Communications (IC@Q)ne 2013,
pp. 4115-4119.

——, “Performance analysis of a cognitive radio coni@maware
channel selection algorithm/EEE Trans. Veh. Technovlol. 64, no. 5,
pp. 1958-1972, May 2015.

T. M. Cover and J. A. Thomaglements of Information ThearyWiley-
Interscience, 1991.

S. Boyd and L. Vandenbergh€onvex Optimization Cambridge, UK:
Cambridge University Press, 2004.

R. T. RockafellarConvex Analysis Princeton, NJ: Princeton University
Press, 1968.

D. P. Bertsekas, A. Nedic, and A. E. Ozdagl@onvex Analysis and
Optimization Boston, MA: Athena Specific, 2003.



