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Jamming of Wireless Localization Systems
Sinan Gezici, Mohammad Reza Gholami, Suat Bayram, and Magnus Jansson

Abstract— In this study, optimal jamming of wireless local-
ization systems is investigated. Two optimal power allocation
schemes are proposed for jammer nodes in the presence of
total and peak power constraints. In the first scheme, power
is allocated to jammer nodes in order to maximize the average
Cramér-Rao lower bound (CRLB) of target nodes whereas in the
second scheme the power allocation is performed for the aim of
maximizing the minimum CRLB of target nodes. Both schemes
are formulated as linear programs, and a closed-form solution
is obtained for the first scheme. For the second scheme, under
certain conditions, the property of full total power utiliz ation
is specified, and a closed-form solution is obtained when the
total power is lower than a specific threshold. In addition, it is
shown that non-zero power is allocated to at mostNT jammer
nodes according to the second scheme in the absence of peak
power constraints, whereNT is the number of target nodes. In
the presence of parameter uncertainty, robust versions of the
power allocation schemes are proposed. Simulation resultsare
presented to investigate performance of the proposed schemes
and to illustrate the theoretical results.

Keywords: Localization, jammer, power allocation, Cramér-
Rao lower bound.

I. I NTRODUCTION

Over the last two decades, wireless localization has not
only become an important application for various systems
and services, but also drawn significant interest from research
communities [2]–[4]. Among various applications of wireless
localization are inventory tracking, home automation, tracking
of robots, fire-fighters and miners, patient monitoring, and
intelligent transport systems [5]. In order to realize suchappli-
cations under certain accuracy requirements, both theoretical
and experimental studies have been performed in the literature
(e.g., [6], [7]).

Even though various studies have been conducted on wire-
less localization, jamming of wirelesslocalization systems has
not been investigated thoroughly. In the literature, thereexist
some studies on GPS jamming and anti-jamming, such as
[8]–[10]. However, for a given wireless localization system,
a general theoretical analysis that quantifies the effects of
multiple jammer nodes on localization accuracy has not been
performed, and optimal jamming strategies have not been
investigated before to the best of authors’ knowledge (see [1]
for the conference version of this study).

Although there exists no previous work on optimal power
allocation for jammer nodes in a wireless localization system,
power allocation for wireless localization and radar systems
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has recently been considered in [11]–[20]. The study in [11]
considers the minimization of the squared position error bound
(SPEB) for the purpose of optimal anchor power allocation,
anchor selection, or anchor deployment. In [14], optimal
transmit power allocation is performed for anchor nodes in
order to minimize the SPEB and the maximum directional
position error bound (mDPEB) of the wireless localization
system. Conic programming is employed for efficient solu-
tions, and improvements over uniform power allocation are
illustrated. In the presence of parameter uncertainty, thestudies
in [13] and [14] provide robust power allocation strategies
for wireless localization systems. In [15], ranging energy
optimization is studied for a wireless localization systemthat
employs two-way ranging between a target node and anchor
nodes by considering a specific accuracy requirement in a
prescribed service area. In addition to the formulation of
ranging energy optimization problems, a practical algorithm
is proposed based on semidefinite programming. The problem
in [15] is investigated in the presence of collaborative nodes
in [16], and the corresponding ranging energy optimization
problem and a practical algorithm is proposed. In [17], the
optimal power allocation strategies are investigated for target
localization in a distributed multiple-radar system, where the
total transmit power and the Cramér-Rao lower bound (CRLB)
are considered as the two metrics in the optimization problems.
Due to non-convexity of the optimization problems, relaxation
and domain decomposition methods are employed, which
facilitate both central processing at the fusion center and
distributed processing.

The studies in [19] and [20] consider the optimal power
allocation problem for both wireless network localization(ac-
tive) and multiple radar localization (passive) systems. Based
on the convexity and lower rank properties of the SPEB,
the power allocation problems are transformed into second-
order cone programs (SOCPs), leading to efficient solutions.
In addition, in the presence of parameter uncertainty, robust
power allocation algorithms are developed. In [21] and [22],
joint power and bandwidth allocation is studied for wireless
localization systems. In particular, the optimal power and
bandwidth allocation problem is formulated for cooperative
localization systems in [21], and the resulting non-convex
problem is solved approximately based on Taylor expansion,
and iterative optimization of power and bandwidth separately.
In [22], robust power and bandwidth allocation problems are
proposed for wireless localization systems in order to optimize
localization accuracy or energy consumption in the presence
of uncertainty about positions of target nodes. In [23]–[26],
the problem of jammer localization is studied, where the aim
is to determine positions of jammer nodes in the system,
which is a different problem from the optimal jamming of
wireless localization systems considered in this manuscript.
In a recent study [27], the optimal placement of a single
jammer node with a fixed power is investigated for degrading
the localization accuracy of a wireless network based on the
problem formulation in [1]. Due to the non-convexity of the
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optimal placement problem, the solution is provided only for
special scenarios [27].

Unlike the power allocation studies for wireless localiza-
tion and radar systems in the literature [11]–[20], this study
investigates the optimal power allocation problem for jammer
nodes in order to degrade the performance of a given wireless
localization system. In particular, the optimal power allocation
is performed for jammer nodes to maximize either the average
CRLB or the minimum CRLB of the target nodes. There
are two main motivations behind this study:(i) To provide
guidelines for developing jamming schemes for disabling a
wireless localization system (e.g., of an enemy).(ii) To
obtain theoretical results that are useful for developing anti-
jamming systems. The main contributions of this study can be
summarized as follows:

• Optimal power allocation strategies are investigated for
jammer nodes in a wireless localization system for the
first time.

• Two optimal power allocation schemes are developed for
jammer nodes to maximize the average or the minimum
of the CRLBs for target nodes. Both schemes are formu-
lated as linear programs.

• A closed-form solution is obtained for the scheme that
maximizes the average CRLB.

• For the scheme that maximizes the minimum CRLB, a
closed-form solution is obtained when the total power
limit is lower than a specific threshold.

• In the absence of peak power constraints, it is proved that
non-zero power is allocated to at mostNT jammer nodes
for maximizing the minimum CRLB, whereNT is the
number of target nodes.

• The proposed jamming strategies are extended to scenar-
ios with parameter uncertainty to provide robust jamming
performance.

The remainder of the manuscript is organized as follows.
In Section II, the system model is introduced. In Section III,
two power allocation formulations are proposed for optimal
jamming of wireless localization systems, and the optimal
power allocation schemes are characterized via theoretical
analyses. Robust versions of the proposed jamming strategies
are developed in Section IV. Simulation results are presented
in Section V, and concluding remarks are made in Section VII.

II. SYSTEM MODEL

Consider a wireless localization system consisting ofNA

anchor nodes andNT target nodes located atyi ∈ R
2, i =

1, . . . , NA andxi ∈ R
2, i = 1, . . . , NT , respectively.1 It is

assumed that the target nodes estimate their locations based
on received signals from the anchor nodes, which have known
locations; that is, self-positioning is considered [5]. Inaddition
to the target and anchor nodes, there existNJ jammer nodes at
zi ∈ R

2, i = 1, . . . , NJ in the system, which aim to degrade
the localization performance of the system. The jammer nodes
are modeled to transmit Gaussian noise2 in accordance with
the common approach in the literature [28]–[30]. An example

1The generalization to the three-dimensional scenario is straightforward,
but is not explored in this study.

2Although it is common to model the jammer noise as Gaussian [28]–[30],
a different problem arises when the jammer nodes transmit signals that are
similar to the ranging signals between the target and anchornodes [31], [32].
However, such a scenario requires information about the ranging signals to
be available at the jammer nodes (see Section VI).

of the proposed system model is shown in Fig. 1, where there
are four anchor nodes (NA = 4), three target nodes (NT = 3),
and three jammer nodes (NJ = 3).

In this study, non-cooperative localization is
considered; that is, target nodes are assumed to receive
signals only from anchor nodes (i.e., not from other
target nodes) for localization purposes. In addition,
the connectivity sets are defined asAi , {j ∈
{1, . . . , NA} | anchor nodej is connected to target nodei}
for i ∈ {1, . . . , NT }. Then, the received signal at target node
i coming from anchor nodej can be expressed as

rij(t) =

Lij
∑

k=1

αk
ijs(t− τkij) +

NJ
∑

ℓ=1

γiℓ

√

P J
ℓ viℓj(t) + nij(t) (1)

for t ∈ [0, Tobs], i ∈ {1, . . . , NT } and j ∈ Ai, where
Tobs is the observation time,αk

ij andτkij denote, respectively,
the amplitude and delay of thekth multipath component
between anchor nodej and target nodei, Lij is the number
of paths between target nodei and anchor nodej, and γiℓ
represents the channel coefficient between target nodei and
the ℓth jammer node, which has a transmit power ofP J

ℓ . The
transmit signals(t) is known, and the measurement noise

nij(t) and the jammer noise
√

P J
ℓ viℓj(t) are assumed to

be independent zero-mean white Gaussian random processes,
where the spectral density level ofnij(t) is N0/2 and that
of viℓj(t) is equal to one. Also, for each target node,nij(t)’s
are independent forj ∈ Ai, andviℓj(t)’s are independent for
ℓ ∈ {1, . . . , NJ} andj ∈ Ai.3 The delayτkij is given by

τkij ,
‖yj − xi‖+ bkij

c
(2)

with bkij ≥ 0 denoting a range bias andc being the speed of
propagation. SetAi is partitioned as

Ai , AL
i ∪ ANL

i (3)

whereAL
i andANL

i represent the sets of anchors nodes with
line-of-sight (LOS) and non-line-of-sight (NLOS) connections
to target nodei, respectively.

III. O PTIMAL POWER ALLOCATION FOR JAMMER NODES

In this section, the aim is to obtain optimal power allocation
strategies for the jammer nodes in order to minimize the
localization performance of the system. Two different opti-
mization criteria are considered in terms of the average and
the minimum CRLB for the target nodes. To that aim, we first
present the CRLB expressions for the target nodes.

A. CRLB for Location Estimation of Target Nodes

To specify the set of unknown parameters related to target
nodei, the following vector is defined, which consists of the
bias terms in the LOS and NLOS cases [33]:

bij =











[

b2ij . . . b
Lij

ij

]T

, if j ∈ AL
i

[

b1ij . . . b
Lij

ij

]T

, if j ∈ ANL
i

(4)

3It is assumed that the anchor nodes transmit at different time intervals to
prevent interference at the target nodes [6]. During these time intervals, the
channel coefficient between a jammer node and a target node isassumed to
be constant.
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Based on (4), the unknown parameters related to target node
i are defined as [6]

θi ,

[

xT
i b

T
iAi(1) · · · b

T
iAi(|Ai|) α

T
iAi(1)

· · ·αT
iAi(|Ai|)

]T

(5)

whereAi(j) denotes thejth element of setAi, |Ai| represents
the number of elements inAi, andαij =

[

α1
ij · · ·α

Lij

ij

]T
. (It

is assumed that each target node knows the total noise level.)
The CRLB, which provides a lower bound on the variance

of any unbiased estimator, for location estimation is given
by [34]

E
{

‖x̂i − xi‖
2
}

≥ tr
{

[

F−1
i

]

2×2

}

, (6)

wherex̂i denotes an unbiased estimate of the location of target
nodei, tr represents the trace operator, andF i is the Fisher
information matrix for vectorθi. Following the steps taken in
[6],

[

F−1
i

]

2×2
can be expressed as
[

F−1
i

]

2×2
= J i(xi,p

J)−1 (7)

where the equivalent Fisher information matrixJ i(xi,p
J) in

the absence of prior information about the location of the target
node is calculated as (see Theorem 1 in [6] for details)

J i(xi,p
J) =

∑

j∈AL
i

λij

N0/2 + aT
i p

J
φijφ

T
ij (8)

with

λij ,
4π2β2|α1

ij |
2
∫∞

−∞ |S(f)|2df

c2
(1− ξij) , (9)

ai ,
[

|γi1|
2 · · · |γiNJ

|2
]T

, (10)

pJ ,
[

P J
1 · · ·P J

NJ

]T
, (11)

φij , [cosϕij sinϕij ]
T
. (12)

In (9), β is the effective bandwidth, which is expressed as

β =

√

√

√

√

∫∞

−∞ f2|S(f)|2df
∫∞

−∞ |S(f)|2df
, (13)

with S(f) denoting the Fourier transform ofs(t), and the path-
overlap coefficientξij is a non-negative number between zero
and one, i.e.,0 ≤ ξij ≤ 1 [14]. Also, in (12),ϕij denotes the
angle between target nodei and anchor nodej. In addition, it
is assumed that the elements ofai are non-zero (i.e., strictly
positive) for i ∈ {1, 2, . . . , NT }. It is noted from (8) that the
effects of the jammer nodes appear as the second term in the
denominator since the jammer nodes transmit Gaussian noise.

Remark 1: In this section, the jammer nodes are assumed
to know the locations of the anchor and target nodes and the
channel gains. In practice, this information may not be avail-
able to jammer nodes completely. However, this assumption is
employed in this section for two purposes: (i) to obtain initial
results that can form a basis for further studies on the problem
of optimal power allocation of jammer nodes in localization
systems, which has not been studied before (see Section IV
for extensions in the presence of parameter uncertainty), (ii) to
provide theoretical limits on the best achievable performance
of jammer nodes; that is, if the jammer nodes are smart and
can learn all the environmental parameters, the localization
accuracy obtained in this study can be achieved; otherwise,
the localization accuracy is bounded by the obtained results.

B. Optimal Power Allocation Strategies

Before the introduction of the proposed optimal power
allocation strategies, the dependence of the CRLB for target
nodei (that is, the trace ofJ i(xi,p

J)−1 in (7)) on the power
vector of the jammer nodes,pJ , is specified.

Lemma 3.1: Consider the equivalent Fisher information
matrix in (8). The trace of the inverse ofJ i(x,p

J) is an
affine function with respect topJ .

Proof: From the definition of the equivalent Fisher
information matrix in (8), it can be shown that

tr
{

J i(xi,p
J )−1

}

= tr















∑

j∈AL
i

λij

N0/2 + aT
i p

J
φijφ

T
ij





−1










= (N0/2 + aT
i p

J) tr















∑

j∈AL
i

λijφijφ
T
ij





−1










, ri a
T
i p

J + riN0/2

(14)

where

ri , tr















∑

j∈AL
i

λijφijφ
T
ij





−1










. (15)

Hence,tr
{

J i(xi,p
J)−1

}

is an affine function with respect
to vectorpJ .

Lemma 3.1 states that the CRLB for each target node is an
affine function of the power vector of the jammer nodes. Based
on this result, two approaches are proposed in the following
for optimal power allocation of jammer nodes, and convex (in
fact, linear) optimization problems, which can efficientlybe
solved, are obtained.

Remark 2: The use of the CRLB as a metric for localization
performance can be justified as follows. As discussed in
[35], for sufficiently large signal-to-noise ratios (SNRs)and/or
effective bandwidths, the maximum likelihood (ML) location
estimator becomes approximately unbiased and efficient, i.e.,
it achieves a mean-squared error (MSE) that is close to the
CRLB. For other scenarios, the CRLB may not be a very
tight bound for MSEs of ML estimators [36], [37]. Therefore,
when the power allocation strategy for the jammer nodes is
optimized according to a CRLB based objective function, the
CRLBs corresponding to the optimized value of the specific
objective function can be considered to provide performance
bounds for the MSEs of the target nodes. The difference
between the exact localization performance of a target node
and the CRLB depends on the SNR and effective bandwidth
parameters. Another motivation for the use of the CRLB
metric is that the CRLB expressions lead to optimization
problems that have desirable structures, which lead to closed
form expressions or facilitate theoretical analyses.

Remark 3: In addition to the powers of the jammer nodes,
the effectiveness of jamming depends also on the network
geometry, that is, the locations of the anchor, target, and
jammer nodes. This dependence can be observed from the
CRLB expression in (14) through theri and ai terms. In
particular,ri in (15) depends on the locations of the anchor and
target nodes via theλij andφij parameters in (9) and (12),
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respectively, where the dependence ofλij on the locations
(network geometry) is due to the channel coefficient and
the path-overlap coefficient terms. On the other hand, the
dependence of the CRLB in (14) on the jammer locations is via
theai parameter in (10), which consists of the channel power
gains between a target node and all the jammer nodes. In
this study, the aim is to perform the optimal power allocation
for the jammer nodes for a given network geometry (see
Section VI for extensions and future work).

1) Optimal Power Allocation based on Average CRLB:
In the first proposed approach, the average CRLB for the
target nodes is to be maximized under total and peak power
constraints on the jammer nodes, which leads to the following
formulation:

maximize
pJ

1

NT

NT
∑

i=1

tr
{

J i(xi,p
J )−1

}

subject to 1
TpJ ≤ PT (16)

0 ≤ P J
ℓ ≤ P

peak
ℓ , ℓ = 1, 2, . . . , NJ

wherePT < ∞ is the total available jammer power andP peak
ℓ

is the maximum allowed power (peak power) for jammer node
ℓ.4 From (14), the problem in (16) can be expressed as a linear
programming (LP) problem as follows [38]:

maximize
pJ

(

NT
∑

i=1

ri a
T
i

)

pJ

subject to 1
TpJ ≤ PT (17)

0 ≤ P J
ℓ ≤ P peak

ℓ , ℓ = 1, 2, . . . , NJ

where the scaling term1/NT and the constant term
(N0/2)

∑NT

i=1 ri are omitted since they have no effects on the
optimal value of the power vector of the jammer nodes.

The following proposition presents the solution of (17):
Proposition 3.2: Define w ,

∑NT

i=1 ri ai, and let h(j)
denote the index of thejth largest element of vectorw, where
j = 1, . . . , NJ .5 Then, the elements of the solutionpJ

opt of
(17) can be expressed as

Scheme 1:

pJ
opt(h(j)) = min

{

PT −

j−1
∑

l=1

pJ
opt(h(l)), P

peak
h(j)

}

(18)

for j = 1, . . . , NJ , wherepJ
opt(h(j)) represents theh(j)th

element ofpJ
opt, and

∑0
l=1(·) is defined as zero.

Proof: Optimization problems in the form of (17) have
been studied in the OFDM and MIMO literature; e.g., [39],
[40]. The expression in (18) can be derived in a similar fashion
to the derivation in [39]. First, it is observed that the elements
of w defined in the proposition are all positive, which is based
on the definitions ofai andri in (10) and (15), respectively.6

In addition, from the definition ofw, the objective function in
(17) can be expressed aswTpJ . Then, under the constraints
in (17),wTpJ can be maximized by assigning the maximum

4It is assumed that the jammer nodes are controlled by a central unit, which
performs optimal power allocation under total and peak power constraints.

5For example, ifw = [2 5 1 3 2]T , thenh(1) = 2, h(2) = 4, h(3) = 1,
h(4) = 5, andh(5) = 3.

6Note from (14) and (15) that the CRLB in the absence of jammer nodes
(that is, forpJ = 0 in (14)) is given byriN0/2, which is a positive quantity.

allowed power (i.e.,min
{

PT , P
peak
h(1)

}

) to the jammer node
corresponding to the largest element ofw (that is, theh(1)th
element), the remaining power (subject to the peak power
constraint) to the jammer node corresponding to the second
largest element ofw (that is, theh(2)th element), and so on.
Hence, the solution in (18) can be obtained.

Proposition 3.2 implies that Scheme 1, which aims to
maximize the average CRLB of the target nodes, tends to
assign all the power to a single jammer node that can cause
the largest increase in the average CRLB. If the peak power
limit is sufficiently high, then the total powerPT is assigned
to that jammer node (hence, no power is allocated to the other
jammer nodes). Otherwise, that jammer node operates at its
peak power limit, and the remaining power is assigned to the
other jammer node(s) based on the same logic, as formulated
in (18).

It is noted that Scheme 1 can be regarded to provide a coun-
terpart of the waterfilling algorithm for capacity maximization
over fading channels [40]. In the waterfilling algorithm, a
power level of 1/ϑ0 − 1/ϑ is assigned for an SNR ofϑ,
whereϑ ≥ ϑ0 with ϑ0 denoting a threshold obtained from
the average power constraint [40]; hence, the assigned power
level increases with the SNR. On the other hand, Scheme 1
tends to allocate the whole power to a jammer node that can
cause the largest increase in the total CRLB, as stated in (18).
If the peak power limit of that jammer node is lower than
the total power limit, then the jammer node(s) that can cause
the second (third,...) largest increase in the total CRLB are
employed.

2) Optimal Power Allocation based on Minimum CRLB:
The second proposed approach is to design the power alloca-
tion strategy of the jammer nodes in order to maximize the
best accuracy (i.e., the minimum CRLB) of the target nodes,
which leads to the following formulation:

maximize
pJ

min
i∈{1,2,...,NT }

tr
{

J i(xi,p
J )−1

}

subject to 1
TpJ ≤ PT

0 ≤ P J
ℓ ≤ P peak

ℓ , ℓ = 1, 2, . . . , NJ

(19)

Based on (14), the problem in (19) in the epigraph form
can be expressed as the following LP problem after some
manipulation [38]:

Scheme 2:

maximize
pJ , s

s

subject to s− ri a
T
i p

J − ri
N0

2
≤ 0, i = 1, 2, . . . , NT

1
TpJ ≤ PT

0 ≤ P J
ℓ ≤ P peak

ℓ , ℓ = 1, 2, . . . , NJ

(20)

where an auxiliary variables and a new set of constraints are
introduced in order to obtain an equivalent problem to (19) in
terms of the optimal value ofpJ .

It is noted from (20) that the computational complexity of
the optimal power allocation strategy according to Scheme 2
is quite low in general. In addition, further computational
complexity reduction can be achieved via the theoretical
results in the remainder of this section.

The following result presents a feature of the optimal
solution for Scheme 2, which can be proved based on (14),
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(19), and the fact thatai ≻ 0 (i.e., each element ofai is
positive) for i ∈ {1, 2, . . . , NT }.

Lemma 3.3: Assume thatPT <
∑NJ

ℓ=1 P
peak
ℓ . Then, the

solution of (19) (equivalently, (20)) always operates at the total
power limit; that is,1TpJ

opt = PT .
In practice, the total power limit is related to the

power/energy consumption of the system, which is set ac-
cording to certain cost considerations. On the other hand,
the peak power limit is commonly a hardware constraint,
which specifies the maximum power/amplitude level that can
be generated by a transmitter circuitry [41]. The assumption
in Lemma 3.3 can be regarded as a common scenario for
practical systems. Hence, the optimal power allocation strategy
according to Scheme 2 operates at the total power limit in
realistic scenarios as can be expected.

In the following proposition, the solution for Scheme 2 is
characterized under certain conditions.

Proposition 3.4: Suppose that target nodek uniquely has
the minimum CRLB among all the target nodes in the absence
of jammer nodes. Then, the optimal power allocation strategy
for Scheme 2 is to allocate all the power to jammer nodebk
(assuming thatP peak

bk
≥ PT ), where

bk = arg max
ℓ∈{1,...,NJ}

|γkℓ|
2 , (21)

if the total power limit satisfiesPT ≤ P
(k)
T , where

P
(k)
T = min

i∈{1,...,NT }\{k}
P

(i,k)
T (22)

with

P
(i,k)
T =

{

(ri−rk)N0/2
rk|γkbk

|2−ri|γibk
|2 , if ri|γibk |

2 < rk|γkbk |
2

∞ , otherwise
.

(23)
Proof: From (14), the CRLB for target nodei in

the absence of jammer nodes is given byriN0/2 for i ∈
{1, . . . , NT }. Therefore, under the assumption in the propo-
sition, rk is the unique minimum of set{r1, . . . , rNT

}.
Hence, there exists∆ > 0 such that the minimum of
CRLB1, . . . ,CRLBNT

for PT ∈ [0,∆] is equal toCRLBk for
all possiblepJ , whereCRLBi = ri a

T
i p

J+riN0/2 as defined
in (14). Since Scheme 2 aims to maximize the minimum
CRLB, it should maximize the CRLB of target nodek, i.e.,
CRLBk, for PT ∈ [0,∆], which can be expressed, based on
(10), (11), and (14), as

rk
(

|γk1|
2P J

1 + · · ·+ |γkNJ
|2P J

NJ

)

+ rkN0/2 . (24)

The maximization ofCRLBk in (24) is achieved by assigning
all the power to the jammer node that has the best channel
gain; that is, the maximum of|γkj |2 for j ∈ {1, . . . , NJ}. In
other words, all the power,PT , is allocated to jammer node
bk as specified in (21). For this power allocation strategy, the
CRLB expressions become

CRLBi = ri|γibk |
2PT + riN0/2 (25)

for i = 1, . . . , NT . As long asCRLBk is the minimum CRLB,
the strategy that assigns all the power to jammer nodebk
is optimal according to Scheme 2. In order to specify the
range ofPT values for which target nodek has the minimum
CRLB, the first intersection point ofCRLBk with other CRLB
curves can be calculated. It is noted from (25) that the CRLB

expressions correspond to straight lines with respect toPT ,
andCRLBk intersects withCRLBi at total power level

(ri − rk)N0/2

rk|γkbk |
2 − ri|γibk |

2
(26)

if ri|γibk |
2 < rk|γkbk |

2 and does not intersect otherwise.
Therefore, the minimum of the intersection points in (26) for
all i ∈ {i ∈ {1, . . . , NT } | i 6= k and ri|γibk |

2 < rk|γkbk |
2}

specifies the value ofPT before which the optimal strategy for
Scheme 2 is to assign all the power to thebkth jammer node.
Hence, the expressions in (22) and (23) are obtained by also
defining the intersection point to be infinity when two curves
do not intersect.7

Proposition 3.4 describes a closed-form solution of the
optimal power allocation strategy for Scheme 2 when the total
power limit in (19) (equivalently, in (20)) is lower than or
equal to a certain value specified by (22) and (23). Based on
the statements in the proposition, the optimal power allocation
strategy for Scheme 2 can be specified as follows: First, the
ri terms in (15) are calculated for all the target nodes, and
the target node with the minimumri, say thekth one, is
determined. (It is assumed that only one target node achieves
the minimum value.) Then, the channel gains between the
kth target node and the jammer nodes are compared, and the
jammer node that has the largest channel gain (that is, the
best channel condition) with thekth target node is found as in
(21).8 Finally, the optimal power allocation strategy according
to Scheme 2 is specified by sending the whole power,PT , from
the jammer node that has the best channel condition with the
k target node ifPT ≤ P

(k)
T as specified in (22) and (23). For

PT > P
(k)
T , the problem in (20) needs to be solved.

If there exist multiple target nodes that have the minimum
CRLB in the absence of jammer nodes, Proposition 3.4 can be
extended under certain conditions as follows: Let target nodes
k1, . . . , kNM

achieve the minimum CRLB in the absence of
jamming and letbk in (21) denote the jammer node that has
the best channel condition with target nodek, where k ∈
{k1, . . . , kNM

}. Assume that there existsk∗ ∈ {k1, . . . , kNM
}

such that|γk∗bk∗
| ≤ |γmbk∗

|, ∀m ∈ {k1, . . . , kNM
} \ {k∗}.

Then, assigning all the power to jammer nodebk∗ is optimal
for PT ≤ P

(k∗)
T (assuming thatP peak

bk∗

≥ PT ), whereP (k∗)
T is

given by

P
(k∗)
T = min

i∈{1,...,NT }\{k1,...,kNM
}
P

(i,k∗)
T

with P
(i,k∗)
T being as in (23). (This claim can be proved very

similarly to Proposition 3.4.)
In the absence of peak power limits on the jammer nodes

(i.e., when the peak power limits in (19) are ineffective), the
following result states an upper limit on the number of jammer
nodes that should be employed for Scheme 2.

Proposition 3.5: Assume thatri in (15) is finite for i ∈
{1, . . . , NT }. In the absence of peak power constraints, the
solution of (19), denoted bypJ

opt, can be expressed to have
at mostNT non-zero elements (that is, non-zero power is

7If all the P
(i,k)
T

terms are infinity in (23), then the strategy specified in
Proposition 3.4 becomes the optimal approach for Scheme 2 for all values of
PT .

8If there are multiple jammer nodes with the largest channel gain with
respect to thekth target node, then one of them can simply be chosen.
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allocated to at mostNT jammer nodes), whereNT is the
number of target nodes.

Proof: In the absence of peak power constraints,
the problem in (19) can be expressed, based on (14) and
Lemma 3.3, as

maximize
pJ

min
i∈{1,2,...,NT }

ri a
T
i p

J + riN0/2

subject to 1
TpJ = PT

(27)

By introducing the scaled version of the power levels of the
jammer nodes as̃pJ

, pJ/PT , the objective function in (27)
can be stated as

(

PT ri ai + ri
N0

2
1

)T

p̃J
, d

T
i p̃

J (28)

for i ∈ {1, . . . , NT }, where 1
T p̃J = 1 and p̃J � 0.

In other words, for a given power allocation vector for the
jammer nodes, the objective function for target nodei is
equal to theconvex combination of the elements ofdi.
Next, vectord̃ℓ is defined as̃dℓ , [d1,ℓ d2,ℓ · · · dNT ,ℓ]

T for
ℓ ∈ {1, . . . , NJ}, wheredi,ℓ denotes theℓth element ofdi

specified in (28). The set consisting ofd̃ℓ’s is represented by
U ; that is,U = {d̃1, d̃2, . . . , d̃NJ

}. It is noted that the values
of the objective function in (28) for any given jammer power
vector, i.e.,dT

1 p̃
J , . . . ,dT

NT
p̃J , correspond to a certain convex

combination of the elements ofU . In other words, the convex
hull of setU contains the values of the objective functions for
all possible power allocation strategies. Therefore, theoptimal
power allocation strategy obtained as the solution of (27)
should correspond to a point in the convex hull ofU , as well.
In addition, since a maximization problem is considered in
(27), the optimal power allocation strategy should correspond
to a point on theboundary of the convex hull. (For any
point in the interior of the convex hull, there exists an open
ball centered at that point that is completely contained in the
convex hull, which implies that the objective functions in (28)
(equivalently, (27)) can simultaneously be increased to achieve
a larger minimum value; hence, the optimal solution cannot
correspond to an interior point.) Then, Carathéodory’s theorem
[42] is invoked, which states that any point on the boundary
of the convex hull ofU can be represented by the convex
combination of at mostdim(U) elements inU . By noting
that U ⊂ R

NT , it is then concluded that an optimal power
allocation strategy for the jammer nodes can be represented
by the convex combination of at mostNT elements in set
U , corresponding to at mostNT non-zero elements iñpJ

(equivalently,pJ ).
Proposition 3.5 states that when the peak power constraints

are not effective, it is not necessary for Scheme 2 to employ
more jammer nodes than the number of target nodes. For
example, in the presence of two target nodes and three jammer
nodes, an optimal power allocation strategy according to
Scheme 2 can always be obtained by assigning non-zero power
to at most two jammer nodes in the absence of peak power
constraints. Based on Propositions 3.4 and 3.5, it can also
be shown that, in the absence of peak power constraints,
the optimal power allocation strategy according to Scheme 2
allocates non-zero power to at mostNM jammer nodes for low
values ofPT , whereNM is the number of target nodes that
have the minimum CRLB in the absence of jammer nodes.

A related result to Proposition 3.5 is presented in Theorem 1
in [43] for the optimal power allocation of anchor nodes

for the aim of minimizing the CRLB (in the absence of
jammer nodes), and it is shown that the optimal solution can
be implemented by transmitting power from at most

(

D+1
2

)

anchor nodes, whereD is the dimension of the environment
with D ∈ {2, 3}. In addition to the difference between the
results, both the employed proof techniques and the considered
objective functions are different in Theorem 1 in [43] and in
Proposition 3.5.

Remark 4: Although the LP problems in (17) and (20) can
directly be solved with the standard solvers for LP problems
[38], the results in Propositions 3.2, 3.4, and 3.5 both facil-
itate low-complexity implementations and provide important
insights about the optimal power allocation strategies.

IV. ROBUST POWER ALLOCATION FOR JAMMER NODES

In the previous section, the optimal power allocation strate-
gies are developed in the presence of perfect information at
the jammer nodes. In practice, jammer nodes can gather in-
formation about the localization parameters by various means
such as using cameras to learn the locations of the target and
anchor nodes, performing measurements from the environment
beforehand to form a database for the channel parameters
(fingerprinting), and listening to signals between the anchor
and target nodes. However, in most cases, the information at
the jammer nodes about the localization related parameters
cannot be perfect. Therefore, it is important to design power
allocation strategies for jammer nodes that are robust against
uncertainties in localization related parameters.

From the perspective of the jammer nodes, uncertainties
can exist in the positions of the target and anchor nodes, the
channel gains between the target and anchor nodes, and the
channel gains between the jammer and target nodes. For CRLB
based optimization approaches, all these uncertainties can be
modeled as uncertainties inri andai for target nodei since the
CRLB is given byri aT

i p
J + riN0/2 for i ∈ {1, . . . , NT } as

stated in (14), whereai is specified by (10) andri is defined in
(15), which depends onλij in (9) andφij in (12). LetRi and
Ci denote the uncertainty sets forri andai, respectively. Then,
the following robust optimization problems are proposed:

Scheme 1-R:

maximize
pJ

1

NT

NT
∑

i=1

min
ri∈Ri

ai∈Ci

ri
(

aT
i p

J +N0/2
)

subject to 1
TpJ ≤ PT (29)

0 ≤ P J
ℓ ≤ P peak

ℓ , ℓ = 1, 2, . . . , NJ

Scheme 2-R:

maximize
pJ

min
i∈{1,...,NT }

min
ri∈Ri

ai∈Ci

ri
(

aT
i p

J +N0/2
)

subject to 1
TpJ ≤ PT (30)

0 ≤ P J
ℓ ≤ P peak

ℓ , ℓ = 1, 2, . . . , NJ

It is noted that the problems in (29) and (30), which consider
the minimum (worst-case from a jamming perspective) CRLBs
over the uncertainty sets, can be regarded as the robust versions
of Scheme 1 and Scheme 2 in Section III.

In order to simplify the problems in (29) and (30), the
following equation is stated first:

min
ri∈Ri

ai∈Ci

ri
(

aT
i p

J +N0/2
)

= min
ai∈Ci

rmin
i

(

aT
i p

J +N0/2
)

(31)
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wherermin
i , minri∈Ri

ri, which follows from the fact that
both ri and (aT

i p
J + N0/2) are always non-negative. Next,

the uncertainty setCi is specified as a linear uncertainty as
follows:

Ci =
[

|γi1|
2
min, |γi1|

2
max

]

× · · · ×
[

|γiNJ
|2min, |γiNJ

|2max

]

(32)

where × denotes the Cartesian product, and|γiℓ|2min and
|γiℓ|

2
max represent the minimum and maximum values of|γiℓ|

2,
respectively (cf. (10)). It should be emphasized that the use
of linear uncertainty sets as in (32) is a common approach for
developing robust algorithms; e.g., see [14]. From (32), the
expression in (31) is simplified as

min
ai∈Ci

rmin
i

(

aT
i p

J +N0/2
)

= rmin
i

(

ãT
i p

J +N0/2
)

(33)

whereãT
i , [|γi1|

2
min · · · |γiNJ

|2min].
Based on (31) and (33), the optimization problems in (29)

and (30) can be expressed, respectively, as

maximize
pJ

1

NT

NT
∑

i=1

rmin
i

(

ãT
i p

J +N0/2
)

subject to 1
TpJ ≤ PT (34)

0 ≤ P J
ℓ ≤ P peak

ℓ , ℓ = 1, 2, . . . , NJ

and

maximize
pJ

min
i∈{1,...,NT }

rmin
i

(

ãT
i p

J +N0/2
)

subject to 1
TpJ ≤ PT (35)

0 ≤ P J
ℓ ≤ P peak

ℓ , ℓ = 1, 2, . . . , NJ

Since (34) and (35) are in the same form as the optimization
problems for Scheme 1 in (16) and Scheme 2 in (19),
respectively, the results in Section III are valid for Scheme 1-R
and Scheme 2-R, as well.

Remark 5: Consider scenarios withP peak
ℓ ≥ PT for ℓ =

1, 2, . . . , NJ . It is noted from Proposition 3.2 and the formula-
tion in (34) that Scheme 1 and Scheme 1R result in the same
solution when the largest elements of vectors

∑NT

i=1 r
min
i ãi

and
∑NT

i=1 riai are at the same positions (i.e., have the same
indices). Similarly, based on Proposition 3.4 and the problem
in (35), it can be deduced that Scheme 2 and Scheme 2R
lead to the same jamming strategy forsmall values of PT

whenargmini∈{1,...,NT }ri is equal toargmini∈{1,...,NT }r
min
i

and argmaxℓ∈{1,...,NJ}|γkℓ|
2 = argmaxℓ∈{1,...,NJ}|γkℓ|

2
min,

wherek = argmini∈{1,...,NT }ri.

V. SIMULATION RESULTS

In this section, performance of the proposed schemes is
evaluated through computer simulations. Since there exists
no previous work on optimal power allocation for jamming
of wireless localization systems, the proposed schemes are
compared with uniform power allocation in order to provide
intuitive explanations. The uniform power allocation scheme
(named Uni-Scheme in the following) assigns equal power
levels to all the jammer nodes; that is,P J

ℓ = PT /NJ for
ℓ = 1, . . . , NJ , under the assumption thatP peak

ℓ ≥ PT /NJ ,
∀ ℓ ∈ {1, . . . , NJ}.

For the first simulations, a network consisting of four
anchor nodes, three target nodes, and three jammer nodes
is considered, where the node locations are as illustrated in
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Fig. 1. The network considered in the simulations, where theanchor node
positions are[0 0], [10 0], [0 10], and [10 10]m., the target node positions
are[2 4], [7 1], and[9 9]m., and the jammer node positions are[1 1], [6 10],
and [9 2]m.
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Fig. 2. Comparison of different schemes for power allocation in terms of
(a) average CRLB, (b) minimum CRLB for the scenario in Fig. 1.
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Fig. 1. It is assumed that each target node has LOS connections
to all the anchor nodes. In order to provide a simple and clear
comparison of the different power allocation schemes, the total
powerPT is normalized as̄PT = 2PT /N0 and it is assumed
that λij in (9) is given by λij = 100N0‖xi − yj‖

−2/2;
that is, the free space propagation model is considered as in
[14]. It is also assumed that|γij |2 in (10) is expressed as
|γij |

2 = ‖xi − zj‖
−2. In addition,N0 is set to2, and the

peak power limits are taken asP peak
ℓ = 20, ∀ ℓ.9 Based on

these settings, different schemes are compared in terms of the
average, minimum, and individual CRLBs in the following.

The CRLBs of Scheme 1 in (18), Scheme 2 in (20) and
Uni-Scheme are plotted in Fig. 2 and Fig. 3. In Fig. 2, the
average and the minimum CRLBs are illustrated versus the
normalized total power̄PT . It is observed that Scheme 1 and
Scheme 2 achieve the best jamming performance in terms
of the average CRLB (Fig. 2(a)) and the minimum CRLB
(Fig. 2(b)), respectively, which is in accordance with the
problem formulations in (16) and (19). Also, Uni-Scheme
is not optimal according to either criterion in this example,
and significant differences from the optimal performance are
observed for large normalized total powers. In other words,the
proposed schemes are effective for large total jammer powers
in this scenario. In Fig. 3, the CRLBs of the three target nodes
are plotted versus the normalized total power for different
schemes. From the CRLB curves, different behaviors are ob-
served for different target nodes. It is noted that Scheme 1 and
Scheme 2 aim to degrade the average (equivalently, total) and
the minimum CRLB, respectively, meaning that the individual
CRLBs may not always be larger than those for Uni-Scheme.

In Table I, the optimal power allocation strategies are
specified for various values of̄PT according to Scheme 1
and Scheme 2 for the scenario in Fig. 1. It is observed that
Scheme 1 always allocates the whole power to jammer node 3
(which is in accordance with (18) in Proposition 3.2), while
Scheme 2 allocates all the power (cf. Lemma 3.3) either
to jammer node 1 or to all the three jammer nodes. From
Table I, the claim in Proposition 3.4 can also be verified.
For the considered scenario, the value ofP

(k)
T in (22) of

Proposition 3.4 can be calculated as3.3314 with k = 1 and
bk = 1 in (21). (It is noted from Fig. 3 that target node1 has
the minimum CRLB in the absence of jammer nodes; hence,
k = 1 in this scenario. Also, since jammer node 1 is the
closest jammer node to target node1, bk in (21) is equal to
1 due to the distance based channel gain model.) Therefore,
for PT ≤ 3.3314, the optimal strategy for Scheme 2 is to
allocate the whole power to jammer node1 in accordance with
Proposition 3.4, which is verified by the results in Table I.

Next, another network with four anchor nodes, two target
nodes, and three jammer nodes is considered, as illustratedin
Fig. 4. For this network, the average and the minimum CRLBs
corresponding to Scheme 1, Scheme 2, and Uni-Scheme are
shown in Fig. 5, and the individual CRLBs are presented in
Fig. 6. Also, Table II shows the optimal power allocation
solutions for Scheme 1 and Scheme 2. Similar observations
to those for the network in Fig. 1 are made. In addition,P

(k)
T

in Proposition 3.4 is computed as4.8952 with k = 2 and
bk = 2 in (21) for the scenario in Fig. 4, which means that

9A normalized value forN0 is used for convenience so thatP̄T = 2PT /N0

is given by P̄T = PT . This does not reduce the generality of the results
since various values of̄PT (ranging from zero to sufficiently high values) are
considered in the simulations [44].
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Fig. 3. CRLBs for different schemes of power allocation for (a) Target 1,
(b) Target 2, and (c) Target 3 (for the scenario in Fig. 1).
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TABLE I

ALLOCATED POWERS TO JAMMER NODES ACCORDING TOSCHEMES1

AND 2 FOR THE SCENARIO INFIG. 1.

Scheme 1 Scheme 2
P̄T P̄ J

1 P̄ J
2 P̄ J

3 P̄ J
1 P̄ J

2 P̄ J
3

1 0 0 1 1 0 0
2 0 0 2 2 0 0
3 0 0 3 3 0 0
3.3314 0 0 3.3314 3.3314 0 0
4 0 0 4 3.6952 0.2946 0.0102
5 0 0 5 4.1735 0.6729 0.1536
6 0 0 6 4.6518 1.0511 0.2970
7 0 0 7 5.1301 1.4294 0.4405
8 0 0 8 5.6084 1.8077 0.5839
9 0 0 9 6.0867 2.1860 0.7273
10 0 0 10 6.5650 2.5643 0.8707
11 0 0 11 7.0433 2.9426 1.0141
12 0 0 12 7.5216 3.3209 1.1576
13 0 0 13 7.9999 3.6992 1.3010
14 0 0 14 8.4782 4.0774 1.4444
15 0 0 15 8.9565 4.4557 1.5878
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Fig. 4. The network considered in the simulations, where theanchor node
positions are[0 0], [10 0], [0 10], and [10 10]m., the target node positions
are [1 1] and [5 7]m., and the jammer node positions are[3 0], [4 10], and
[5 3]m.

the whole power is allocated to jammer node2 under Scheme 2
for PT ≤ 4.8952 according to Proposition 3.4. This is verified
by the results in Table II, which also shows that the optimal
power allocation strategy according to Scheme 2 assigns non-
zero power to at mostNT = 2 jammer nodes in accordance
with Proposition 3.5.

To provide an example with a high number of nodes, a
network with six anchor nodes, five target nodes, and three
jammer nodes is considered as illustrated in Fig. 7. Unlike
the previous scenarios, the peak power limits are set as
P peak
ℓ = 10, ∀ ℓ, and the jammer nodes are located outside the

convex hull of the anchor nodes. In Fig. 8, the average and
the minimum CRLBs for each scheme are plotted versus the
normalized total power̄PT . In compliance with the previous
scenarios, Scheme 1 and Scheme 2 result in the best jamming
performance in terms of the average CRLB and the minimum
CRLB, respectively, as imposed by the proposed problem for-
mulations. In Table III, the optimal power allocation solutions
for Scheme 1 and Scheme 2 are provided. For this scenario,
P

(k)
T in Proposition 3.4 is computed as2.8222 with k = 1

and bk = 1 in (21), which means that the whole power is
allocated to jammer node1 under Scheme 2 forPT ≤ 2.8222
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Fig. 5. Comparison of different schemes for power allocation in terms of
(a) average CRLB, (b) minimum CRLB for the scenario in Fig. 4.

TABLE II

ALLOCATED POWERS TO JAMMER NODES ACCORDING TOSCHEMES1

AND 2 FOR THE SCENARIO INFIG. 4.

Scheme 1 Scheme 2
P̄T P̄ J

1 P̄ J
2 P̄ J

3 P̄ J
1 P̄ J

2 P̄ J
3

1 1 0 0 0 1 0
2 2 0 0 0 2 0
3 3 0 0 0 3 0
4 4 0 0 0 4 0
4.8952 4.8952 0 0 0 4.8952 0
5 5 0 0 0.0254 4.9746 0
6 6 0 0 0.2677 5.7323 0
7 7 0 0 0.5099 6.4901 0
8 8 0 0 0.7522 7.2478 0
9 9 0 0 0.9945 8.0055 0
10 10 0 0 1.2367 8.7633 0
11 11 0 0 1.4790 9.5210 0
12 12 0 0 1.7213 10.2787 0
13 13 0 0 1.9636 11.0364 0
14 14 0 0 2.2058 11.7942 0
15 15 0 0 2.4481 12.5519 0
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Fig. 6. CRLBs for different schemes of power allocation for (a) Target 1
and (b) Target 2 (for the scenario in Fig. 4).

according to Proposition 3.4, which is as observed in Table III.
Unlike the previous scenarios, the power of the jammer node 2
in this scenario reaches out to its peak valueP peak

2 = 10 for
Scheme 1 when̄PT ≥ 10, and the power of the jammer node 1
reaches out to its peak valueP peak

1 = 10 for Scheme 2 when
P̄T ≥ 12.18.

In order to investigate how the network geometry plays a
role in the effectiveness of the proposed schemes, the network
illustrated in Fig. 9 with four anchor nodes, two target nodes,
and two jammer nodes is considered for two cases (Case 1 and
Case 2) corresponding to two different positions of the jammer
node 2, as shown in the figure. Target nodes 1 and 2, initially
positioned at[0 5] and [5 0]m., move simultaneously at the
same speed along the green and pink lines, respectively, and
the distance from their initial positions is denoted byd. (For
example, whend = 4m. the positions of target node 1 and
target node 2 are given by[4 5]m. and[5 4]m., respectively.)
The average CRLBs and the minimum CRLBs of the target
nodes corresponding to the optimal schemes (Scheme 1 and
Scheme 2) are plotted in Fig. 10 with respect tod, where
P̄T = 10 andP peak

1 = P peak
2 = 20. In order to provide intuitive

explanations, the CRLBs of the target nodesin the absence of

−10 −5 0 5 10

−10

−5

0

5

10

 

 

x [m]

y
[m

]

Anchor node
Target node
Jammer node

Target 1

Target 2

Target 3

Target 4

Target 5

Jammer 1
Jammer 2

Jammer 3

Fig. 7. The network considered in the simulations, where theanchor node
positions are[−10 0], [−5 − 5

√
3], [−5 5

√
3], [5 5

√
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√
3], and

[10 0]m., the target node positions are[−7 0], [−3 − 4], [0 7], [3 5] and
[8 0]m., and the jammer node positions are[−10 10], [1 11], and [12 5]m.
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Fig. 8. Comparison of different schemes for power allocation in terms of
(a) average CRLB, (b) minimum CRLB for the scenario in Fig. 7.
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Fig. 9. The network considered in the simulations, where theanchor node
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the target nodes are[0 5] and [5 0]m., the position of jammer node 1 is
[2.5 10]m., and the position of jammer node 2 is[7.5 0]m. (for Case 1) and
[2.5 0]m (for Case 2).
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Fig. 10. Comparisons of the optimal jamming schemes in termsof (a) the
average CRLB, and (b) the minimum CRLB for Case 1 and Case 2 in Fig. 9.
The scenario with no jamming is also illustrated.

TABLE III

ALLOCATED POWERS TO JAMMER NODES ACCORDING TOSCHEMES1

AND 2 FOR THE SCENARIO INFIG. 7.

Scheme 1 Scheme 2
P̄T P̄ J

1 P̄ J
2 P̄ J

3 P̄ J
1 P̄ J

2 P̄ J
3

1 0 1 0 1 0 0
2 0 2 0 2 0 0
2.8222 0 2.8222 0 2.8222 0 0
3 0 3 0 2.9585 0 0.0415
4 0 4 0 3.7254 0 0.2746
5 0 5 0 4.4922 0 0.5078
6 0 6 0 5.2590 0 0.741
7 0 7 0 6.0258 0 0.9742
8 0 8 0 6.7926 0 1.2074
9 0 9 0 7.5594 0 1.4406
10 0 10 0 8.3263 0 1.6737
11 0 10 1 9.0931 0 1.9069
12 0 10 2 9.8599 0 2.1401
13 0 10 3 10 0.8395 2.1605
14 0 10 4 10 1.8667 2.1333
15 0 10 5 10 2.8939 2.1061

jammer nodes are plotted in Fig. 10, as well.10 It is observed
from Fig. 10 that the average and minimum CRLBs increase
in general for both cases as the target nodes get close to the
boundary of the convex hull formed by the anchor nodes. This
is expected since the network geometry imposes an increase
in the CRLBs as the received powers from two of the anchor
nodes decrease significantly when a target node approaches
the boundary, which is in accordance with the “no jamming”
curves in the figure. Based on a similar reasoning, the average
and minimum CRLBs reduce significantly when the target
nodes are around the middle of the convex hull formed by the
anchor nodes (i.e., at similar distances to all the anchor nodes).
In addition, Fig. 10 illustrates that, in Case 1, the jamming
performances are symmetric with respect to the center of the
square formed by the anchor nodes (i.e.,d = 5m.) for both
Scheme 1 and Scheme 2, which is due to the fact that the
distances of the jammer nodes to target node 1 (and to target
node 2) are symmetric aroundd = 5m. On the other hand,
in Case 2, jamming performance is not symmetric around
d = 5m. and lower CRLBs are observed ford > 5m. (i.e.,
reduced jamming performance) since both jammer nodes are
far away from target node 1 asd approaches10m.

In Fig. 10-(a), which illustrates the average CRLBs for
Scheme 1, the jamming performance in Case 2 is better up
to d = 5m. and is equal to that of Case 1 after that point,
which can be explained based on the geometry of the target
and jammer nodes as follows: Scheme 1 aims to assign the
whole power to the jammer node which can cause the highest
increase in the total CRLBs of the target nodes; hence, it
assigns the whole power to the jammer node that has the
minimum distance to (one of) the target nodes in this scenario.
Therefore, in both cases, the whole power is assigned to
jammer node 2 untild = 5m. and to jammer node 1 after
that point. Hence, ford ≥ 5m., Scheme 1 employs the
same strategy of using jammer node 1 only in both cases,
which leads to the same jamming performance. Ford < 5m.,
Scheme 1 transmits the whole power from jammer node 2,
which has the same distances to target node 2 in both cases
but is closer to target node 1 in Case 2, resulting in higher
average CRLBs for that case. Based on similar geometric

10In the absence of jamming, the CRLBs for target nodes 1 and 2 are the
same for each value ofd.
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arguments, the differences between Case 1 and Case 2 in
Fig. 10-(b) can also be explained. For example, whend > 5m.,
both jammer node 1 and jammer node 2 are away from
target node 1 in Case 2, which leads to reduced jamming
performance compared to that in Case 1. Considering the
average jamming performances in Case 1 and Case 2, it can
be concluded from Fig. 10 that Scheme 1 performs better in
Case 2 while Scheme 2 achieves a higher average jamming
performance in Case 1. Therefore, it can be concluded for this
scenario that the effectiveness of Scheme 2 increases when the
jammer nodes are symmetrically positioned with respect to the
network geometry (due to the max-min nature of the problem
formulation in Scheme 2) but such a symmetry can reduce the
efficacy of Scheme 1 in some situations.

To evaluate the average performance of the proposed
schemes over different locations for the target nodes, the
scenario in Fig. 1 is considered with uniform locations for
the target nodes while the jammer and anchor nodes are at
fixed locations shown in the figure. In particular, the locations
of the target nodes are modeled as independent and identically
distributed uniform random variables over[1, 9]m.× [1, 9]m..
In Fig. 11, the average and the minimum CRLBs are plotted
versus the normalized total power for different schemes, where
the CRLBs are averaged over the locations of the target nodes.
It is observed that the performance gap between Scheme 1 and
Scheme 2 increases with the normalized total power in this
scenario.

Finally, the scenario in Fig. 1 is considered with some
uncertainty about the localization related parameters in order
to investigate the performance of the proposed schemes in
the presence of uncertainty. Referring to Section IV, the
uncertainty setRi is defined as a linear set specified by
Ri = [0.75r̂i, 1.25r̂i], where r̂i denotes the estimated value
of ri, which is defined in (15); hence, the true value ofri
is assumed to be within twenty-five percent of the estimated
value. Similarly, the linear uncertainty setCi defined in (32) is
specified by|γiℓ|2min = 0.75|γ̂iℓ|

2 and |γiℓ|
2
max = 1.25|γ̂iℓ|

2,
where|γ̂iℓ| represents the estimated value of|γiℓ|. In Fig. 12,
the ‘worst-case’ average and minimum CRLBs are plotted ver-
sus the normalized total power̄PT for Scheme 1R, Scheme 2R,
Scheme 1, Scheme 2, and Uni-Scheme, where the term ‘worst-
case’ refers to scenarios in which the minimum CRLBs are
achieved over the uncertainty set. (Hence, it is the worst-
case from the perspective of the jammer nodes.) In addition,
Fig. 13 presents the individual worst-case CRLBs versusP̄T ,
and Table IV illustrates the optimal power allocation policies
corresponding to Scheme 1R and Scheme 2R for various
values of P̄T . It should be emphasized that Scheme 1 and
Scheme 2 are designed according to the estimated parameter
values in this scenario whereas Scheme 1R and Scheme 2R are
based on the robust design approach described in Section IV.
From Fig. 12, Fig. 13, and Table IV, it is observed that
Scheme 1R and Scheme 1 have the same performance since
the uncertainty does not change the optimal strategy in this
scenario (cf. Table I and Remark 5). On the other hand,
as noted from Fig. 12-(b), the performance of Scheme 2 is
degraded by the uncertainty, especially for largeP̄T . However,
for small values ofP̄T , Scheme 2R and Scheme 2 have
the same performance, as stated in Remark 5. To provide
insight about this observation, Table I and Table IV can be
investigated, which indicate that Scheme 2R and Scheme 2 are
equivalent to each other up tōPT = 3.3314. After this value,
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Fig. 11. Comparison of different schemes for power allocation in terms of
(a) average CRLB, (b) minimum CRLB, where CRLBs are averagedover the
locations of the target nodes, which are uniformly distributed over[1, 9]m.×
[1, 9]m. in Fig. 1.

the strategies become different and Scheme 2R outperforms
Scheme 2 in terms of the worst-case CRLB. Finally, it is noted
from Fig. 13 that the performance gap between Scheme 2R
and Scheme 2 is mainly due to the differences between
the achieved worst-case CRLBs for target node 1 and target
node 3.

VI. EXTENSIONS AND FUTURE WORK

Since the network geometry has important effects on the
performance of jamming (see Remark 3 and Fig. 10), the loca-
tions of the jammer nodes can also be considered as additional
optimization variables for a more generic formulation. In that
case, the following problem can be obtained for the average
CRLB criterion (cf. (17)):

maximize
pJ ,{zℓ}

NJ
ℓ=1

(

NT
∑

i=1

ri a
T
i

)

pJ

subject to 1
TpJ ≤ PT

0 ≤ P J
ℓ ≤ P peak

ℓ , ℓ = 1, 2, . . . , NJ

zℓ ∈ Sℓ, ℓ = 1, 2, . . . , NJ

(36)
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Fig. 12. Comparison of different schemes for power allocation in terms of (a)
worst-case average CRLB, (b) worst-case minimum CRLB for the scenario
in Fig. 1 with uncertainty.

TABLE IV

ALLOCATED POWERS TO JAMMER NODES FORSCHEMES1R AND 2R FOR

THE SCENARIO INFIG. 12.

Scheme 1R Scheme 2R
P̄T P̄ J

1 P̄ J
2 P̄ J

3 P̄ J
1 P̄ J

2 P̄ J
3

1 0 0 1 1 0 0
2 0 0 2 2 0 0
3 0 0 3 3 0 0
4 0 0 4 4 0 0
4.4419 0 0 4.4419 4.4419 0 0
5 0 0 5 4.7500 0.2500 0
6 0 0 6 5.2458 0.6449 0.1092
7 0 0 7 5.7241 1.0232 0.2526
8 0 0 8 6.2024 1.4015 0.3961
9 0 0 9 6.6807 1.7798 0.5395
10 0 0 10 7.1590 2.1581 0.6829
11 0 0 11 7.6373 2.5364 0.8263
12 0 0 12 8.1156 2.9147 0.9697
13 0 0 13 8.5939 3.2930 1.1132
14 0 0 14 9.0722 3.6712 1.2566
15 0 0 15 9.5505 4.0495 1.4000
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Fig. 13. The worst-case CRLBs for different schemes of powerallocation
for (a) Target 1, (b) Target 2, and (c) Target 3 (for the scenario in Fig. 1 with
uncertainty).
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where the maximization is over both the powers and the
locations of the jammer nodes, denoted bypJ and {zℓ}

NJ

ℓ=1,
respectively. In addition,Sℓ represents the feasible locations
for the ℓth jammer node in the network. For example, the
jammer nodes cannot be located very closely to the target
nodes in practice in order not to be detected.

To obtain the solution of (36), a relation should be specified
betweenzℓ’s and ai’s, where ai =

[

|γi1|
2 · · · |γiNJ

|2
]T

,
as defined in (10). For example, similar to [20] and [21],
|γiℓ|

2 can be calculated as|γiℓ|2 = κiℓ(d0/‖zℓ − xi‖)
ν for

‖zℓ − xi‖ > d0, wherexi is the location of target nodei,
ν is the path-loss exponent,κiℓ is a constant (depending on
antenna characteristics and average channel attenuation), and
d0 is the reference distance for the antenna far-field.11 Then,
the solution of (36) is specified by the following proposition:

Proposition 6.1: Definez∗
ℓ as follows:

z∗
ℓ = argmax

zℓ∈Sℓ

NT
∑

i=1

ri|γiℓ|
2 for ℓ ∈ {1, . . . , NJ}. (37)

Also, definew∗ as the value of
∑NT

i=1 ri ai at z∗
1, . . . , z

∗
NJ

.
Then, the optimal solution to (36) is specified by the jammer
locationsz∗

1, . . . , z
∗
NJ

and the corresponding power levels

pJ
opt(h

∗(j)) = min

{

PT −

j−1
∑

l=1

pJ
opt(h

∗(l)), P peak
h∗(j)

}

(38)

for j = 1, . . . , NJ , whereh∗(j) represents the index of thejth
largest element ofw∗, andpJ

opt(h
∗(j)) denotes theh∗(j)th

element ofpJ
opt.

Proof: Define w as w ,
∑NT

i=1 ri ai and express the
objective function in (36) aswTpJ . It is noted that the jammer
locationsz1, . . . , zNJ

only affect thew term in the objective
function. In addition, from (10), it is observed that theℓth
element ofw depends on the location of jammer nodeℓ only.
Since the power terms are always non-negative, the solutionof
(36) requires the maximization ofw overz1, . . . , zNJ

subject
to zℓ ∈ Sℓ for ℓ = 1, 2, . . . , NJ , which can be decomposed
into the followingNJ problems:

max
zℓ∈Sℓ

NT
∑

i=1

ri|γiℓ|
2 , ℓ = 1, 2, . . . , NJ (39)

where
∑NT

i=1 ri|γiℓ|
2 corresponds to theℓth element ofw.

Hence, the optimal locations of the jammer nodes are obtained
as in (37). After obtaining the optimal locations of the jammer
nodes, the optimization problem in (36) reduces to a problem
which is in the same form as that in (17). Hence, the result in
Proposition 3.2 can be employed to obtain the optimal power
allocation strategy in (38) (cf. (18)).

Proposition 6.1 implies that the optimal location for each
jammer node is related to the CRLBs of the target nodes in the
absence of jamming (sinceriN0/2 corresponds to the CRLB
of target nodei in the absence of jamming) and the channel
gains between the jammer node and the target nodes. Once
the optimal locations of the jammer nodes are determined
based on (37), the optimal power allocation strategy can be
obtained via (38), which is similar to Scheme 1 in Section III.
In a similar fashion, the robust power allocation algorithmin

11It is assumed that‖zℓ − xi‖ > d0 holds for all zℓ ∈ Sℓ, whereℓ ∈
{1, . . . , NJ}.

Section IV, Scheme 1-R, can also be extended to the case
of joint optimization of the powers and the locations of the
jammer nodes.

Remark 6: For identical jammer nodes and for the same
feasible region for each jammer node (i.e.,Sℓ = S, ∀ℓ ∈
{1, . . . , NJ}), it can be concluded from (37) that the optimal
locations for the jammer nodes are the same; that is,z∗

ℓ = z∗,
∀ℓ ∈ {1, . . . , NJ}. In this case, a jammer node or multiple
jammer nodes located atz∗ and transmitting a (total) power
of PT yields the solution of (36).

For the minimum CRLB criterion, the following problem
can be considered for the joint optimization of the powers
and the locations of the jammer nodes (cf. (19)):

maximize
pJ ,{zℓ}

NJ
ℓ=1

min
i∈{1,...,NT }

ri a
T
i p

J + riN0/2

subject to 1
TpJ ≤ PT

0 ≤ P J
ℓ ≤ P peak

ℓ , ℓ = 1, 2, . . . , NJ

zℓ ∈ Sℓ, ℓ = 1, 2, . . . , NJ

(40)

In this scenario, it is challenging to obtain a simple expression
for the optimal locations of the jammer nodes and the corre-
sponding optimal power levels. The theoretical and algorithmic
investigations of the problem in (40) and its robust versions
are considered as an important direction for future work.

In the previous sections, jammer nodes are modeled to
transmit Gaussian noise to degrade the performance of a
wireless localization system. This is a common model for
jamming in the literature (e.g., [45]–[47]), which can be
motivated as follows: When the ranging signals between the
anchor and target nodes are unknown to the jammer nodes,
the jammer nodes can constantly transmitnoise to reduce
the performance of range estimation (hence, localization).
Since the Gaussian distribution corresponds to the worst-case
scenario among all possible noise distributions12, the jammer
nodes that transmit Gaussian noise are employed for efficient
jamming [45]–[47]. In practice, the ranging signals between
the anchor and target nodes can be unknown to the jammer
nodes in certain scenarios such as military applications and
private ranging [4], [51].

If the ranging signals between the anchor and target nodes
are known to the jammer nodes (which can be possible, e.g.,
when some standard signals are employed for ranging), the
jammer nodes can severely degrade ranging and localization
performance. In particular, each jammer node can transmit,
according to a certain strategy, the same ranging signal as
that employed by an anchor node, and the target node, the
aim of which is to estimate the time-of-arrival (TOA) of
the first incoming ranging signal component, can sometimes
erroneously perform its estimation based on a signal sent bya
jammer node instead of that from the anchor node. In this case,
the exact values for the powers of the jammer nodes are not
critical as long as the ranging signals from the jammer nodes
arrive at the target node with sufficiently high power levels
(assuming that signal components above a certain thresholdare

12For example, for a Gaussian channel and a Gaussian input signal,
the worst-case form of the jamming signal is also Gaussian interms of
minimizing the mutual information between the input and theoutput [48],
[49]. Also, for an additive noise channel with a Gaussian input, the worst-
case noise distribution (for a given mean and variance) thatmaximizes the
MSE of estimating the input given the channel output corresponds to Gaussian
distribution, which can be proved based on the linearity of optimal estimation
in the presence of Gaussian noise [50].
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employed for TOA estimation as in [52]). Hence, the optimal
power allocation problem studied in Section III is not relevant
in such cases. To present a formulation of the theoretical limits
in this scenario, the received signal related to target nodei and
anchor nodej can be expressed as follows (cf. (1)):

r̃ij(t) =

Lij
∑

k=1

αk
ijs(t− τkij) +

NJ
∑

ℓ=1

L̃iℓ
∑

k=1

α̃k
iℓs(t− τ̃kiℓ − Tℓ)

+ nij(t) (41)

for t ∈ [0, Tobs], where the first and the third terms are
as in (1), and the second term represents the signals from
the jammer nodes arriving at target nodei, with α̃k

iℓ and
τ̃kiℓ denoting, respectively, the amplitude and delay of the
kth multipath component between jammer nodeℓ and target
node i, and L̃iℓ being the number of paths between target
node i and jammer nodeℓ. Also, Tℓ represents the relative
delay of the ranging signal sent by jammer nodeℓ with respect
to that sent by anchor nodej. (In fact, each jammer node can
also transmit multiple copies of the ranging signal, which can
easily be incorporated into the second term in (41), but this
is omitted for simplicity by assuming that one ranging signal
from each jammer node is present in the observation interval
t ∈ [0, Tobs].)

The received signal̃rij(t) in (41) should be used to extract
information about the distance (range) between target nodei
and anchor nodej. From the expression in (41), it is observed
that when the jammer nodes transmit the same signals as
the anchor node, the total jamming signal (the second term
in (41)) becomes similar to multipath interference. In this
case, if the first signal path arriving at the target node is
originated from the anchor node; that is, ifTℓ > 0, ∀ℓ, and if
no signal components due to the jammer nodes overlap with
that first signal component, then it can be shown, based on
similar arguments to those in [53], that the jammer nodes do
not affect (reduce) the amount of information obtained from
r̃ij(t); i.e., r̃ij(t) contributes to the CRLB for the localization
of target nodei as if no jamming were present. However,
it is commonly possible for the jammer nodes to develop
transmission strategies (e.g., by sending a sufficiently large
number of ranging signals in each observation interval) to
make sure that the first signal component arriving at the target
node is due to one of the jammer nodes (that is, there exist
ℓ ∈ {1, . . . , NJ} such thatTℓ < 0 in (41)). In this scenario, the
analysis in [54] can be invoked to show that in the absence
of prior information about the statistics of the minimumTℓ

(i.e., the minimum ofTℓ over ℓ ∈ {1, . . . , NJ}), the received
signal r̃ij(t) in (41)) does not contribute to the accuracy of
localization; that is, the CRLB for target nodei cannot utilize
r̃ij(t) as it does not carry any useful information. In this
manner, the jammer nodes can reduce the number of anchor
nodes that can effectively be used in the localization of the
target nodes. Hence, when the jammer nodes know the ranging
signals employed for localization and employ an effective
strategy to send the same ranging signals as the anchor nodes,
it becomes possible to disable the wireless localization system
(i.e., to cause unacceptably high localization errors) unless the
anchor and target nodes do not take any preventive actions. To
mitigate the effects of jamming in such cases, the target nodes
can try to detect the presence of jammer nodes by examining
the structural differences in the received signals due to the
signals from the jammer nodes and to employ different ranging

signals in each cycle so that the jammer nodes cannot know
the signal structures in advance.

VII. C ONCLUDING REMARKS

In this study, jamming of wireless localization systems has
been investigated. Considering the CRLB on location estima-
tion accuracy, two different schemes have been proposed to
maximize certain functions of the CRLBs of the target nodes.
In the first approach, power levels have been allocated to
jammer nodes in order to maximize the average CRLB of
the target nodes whereas in the second approach the power
allocation to jammer nodes has been performed for the aim
of maximizing the minimum CRLB of the target nodes. Both
techniques have been formulated as linear programs, and a
closed-form expression has been obtained for the average
CRLB maximization problem. In addition, the full total power
utilization property has been presented for the minimum
CRLB maximization problem, and its closed-form solution has
been obtained under certain conditions when the total poweris
smaller than a specific threshold. Furthermore, in the absence
of peak power constraints, it has been proved that an optimal
strategy to maximize the minimum CRLB can be obtained
by allocating non-zero power to at mostNT jammer nodes,
where NT is the number of target nodes. In the presence
of parameter uncertainty, the robust versions of the power
allocation schemes have been proposed, and it has been shown
that the theoretical results are valid for this scenario, aswell.
Simulation results have shown the promising performance
of the proposed schemes with respect to the uniform power
allocation scheme.
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