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We show how to explicitly determine the space-frequency window (phase-space window) for optical systems
consisting of an arbitrary sequence of lenses and apertures separated by arbitrary lengths of free space. If the
space-frequency support of a signal lies completely within this window, the signal passes without information
loss. When it does not, the parts that lie within the window pass and the parts that lie outside of the window are
blocked, a result that is valid to a good degree of approximation for many systems of practical interest. Also, the
maximum number of degrees of freedom that can pass through the system is given by the area of its space-
frequency window. These intuitive results provide insight and guidance into the behavior and design of systems
involving multiple apertures and can help minimize information loss. © 2013 Optical Society of America
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1. INTRODUCTION
We propose a simple method to answer the following ques-
tions about apertured optical systems, which here refers to
systems consisting of an arbitrary sequence of thin lenses
and apertures separated by sections of free space: (a) Given
the space-frequency support of an input signal and the
parameters of an apertured optical system, will there be
any information loss upon passage through the system?
(b) Which set of signals can pass through a given apertured
system without any information loss? In other words, what
is the largest space-frequency support that can pass through
the system without any information loss? (c) What is the maxi-
mum number of spatial degrees of freedom that can be sup-
ported by a given apertured system? The space-frequency

support (phase-space support) of a set of signals may be de-
fined as the region in the space-frequency plane (phase space)
in which a large percentage of the total energy is confined
[1,2]. The number of degrees of freedom is given by the area
of the space-frequency support. We also define the space-

frequency window (phase-space window) of a system as
the largest space-frequency support that can pass through
the system without any information loss. Here we develop
a simple method to find the space-frequency window of a
given system in terms of its parameters. Once the space-
frequency window of the system is determined, it specifies
the set of all signals that can pass through the system without
information loss: the optical system preserves the information
content of signals whose space-frequency supports lie inside
the systemwindow. All we need to do is to compare the space-
frequency support of the input signal with the space-frequency
window of the system. If the signal support lies completely
inside the system window, the signal will pass through the
system without any information loss. Otherwise, information
loss will occur.

The number of degrees of freedom of the set of signals that
can pass through a system can be determined from the area of
the space-frequency window of the system. Although the
space-frequency windowmay in general have different shapes
[1,2], it is often assumed to be of rectangular shape with the
spatial extent determined by a spatial aperture in the object or
image plane, and the frequency extent determined by an aper-
ture in a Fourier plane. We consider one-dimensional signals
and systems for simplicity. If these apertures are of length Δx
and Δσx respectively, then the number of degrees of freedom
that can be supported by the system is given by ΔxΔσx. More
generally, for space-frequency windows of different (nonrec-
tangular) shapes, the number of degrees of freedom is given
by the area of the space-frequency window.

Physical systems that carry or process signals always limit
their spatial extents and bandwidths to certain finite values. A
physical system cannot allow the existence of frequencies out-
side a certain band because there is always some limit to the
resolution that can be supported. Likewise, since all physical
events of interest have a beginning and an end, or since all
physical systems have a finite extent, the temporal duration
or spatial extent of the signals will also be finite. For example,
in an optical system the sizes of the lenses will limit both the
spatial extent of the images that can be dealt with and their
spatial bandwidths. More generally, we may say that they will
limit the signal to a certain region in the space-frequency
plane. We refer to this region as the space-frequency window
of the system. It is these physical limitations that determine
the space-frequency support of the signals and thus their de-
grees of freedom. Just as these may be undesirable physical
limitations that limit the performance of the system, they may
also be deliberate limitations with the purpose of limiting the
set of signals we are dealing with. When a signal previously
represented by a system with larger space-frequency window
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is input into a system with smaller space-frequency window,
information loss takes place.

The conventional space-bandwidth product has been of
fundamental importance because of its interpretation as the
number of degrees of freedom [1–17]. In most works, the
space-bandwidth product, as its name implies, is the product
of a spatial extent and a spatial-frequency extent. This implies
the assumption of a rectangular space-frequency region. How-
ever, the set of input signals may not exhibit a rectangular
space-frequency support, and even if they do, this support will
not remain rectangular as it propagates through the system
[18–20]. Likewise, the space-frequency windows of multi-
component optical systems, as we will see in this paper, do
not in general exhibit rectangular shapes. This possibility
and some of its implications were discussed in [2]. In this
paper we make concrete the hypothetical concept of a non-
rectangular space-frequency window, and show how it can
be actually computed for a broad class of optical systems.
To prevent possible confusion, we emphasize that we are deal-
ing with systems with sequentially cascaded apertures, and
not systems with multiple parallel apertures.

Lastly, we note that the phase-space window has been re-
ferred to by different names, such as the space-bandwidth
product of the system (in short SWY) [2,21,22], the system
transmission range [21], and the Wigner or space-bandwidth
chart of the system [21,22]. Also, the concept of degrees of
freedom can be related to other concepts such as Shannon
number and information capacity of an optical system [16],
geometrical etendue [23], dimensionality, and so on.

We first review quadratic-phase systems and then discuss
how to find the phase-space window of a system. We then
treat the cases of lossless and lossy transfer separately, and
finally conclude with a discussion of applications. This work
is based on [20].

2. QUADRATIC-PHASE SYSTEMS
Optical systems involving thin lenses, sections of free space in
the Fresnel approximation, sections of quadratic graded-index
media, and arbitrary combinations of any number of these are
referred to as (lossless) first-order optical systems or quad-
ratic-phase systems (ABCD systems). Mathematically, such
systems can be modeled as linear canonical transforms
(LCTs), which are a three-parameter family of linear integral
transforms [24–29]. The output f T�x� of a quadratic-phase
system is related to its input f �x� through [1,30,31]

f T�x�≡ �CTf ��x�≡
Z

∞

−∞
CT�x; x0�f �x0�dx0;

CT�x; x0�≡
����
1
B

r
e−iπ∕4e

iπ
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D
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2
−21Bxx
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�
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for B ≠ 0, where CT is the unitary LCT operator with system
parameter matrix T � �AB;C D� and AD − BC � 1. In the
trivial case B � 0, the output is related to the input as
f T�x�≡

����
D

p
exp�iπCDx2�f �Dx�. Sometimes the three real

parameters α � D∕B, β � 1∕B, and γ � A∕B are used instead
of the unit-determinant matrix T, whose elements are A, B, C,
and D. One of the four matrix parameters is redundant be-
cause of the unit-determinant condition. The transformation
matrix T is useful in the analysis of optical systems because
if several systems are cascaded, the overall system matrix can

be found by multiplying the corresponding matrices. Fourier
and fractional Fourier transforms (FRTs) (propagation
through quadratic graded-index media), coordinate scaling
(imaging), chirp multiplication (passage through a thin lens),
and chirp convolution (Fresnel propagation in free space) are
some of the special cases of quadratic-phase systems.

The ath-order FRT [1] of a function f �x�, denoted by f a�x�,
is commonly defined as

f a�x�≡ �F af ��x�≡
Z

∞
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when a ≠ 2k, Ka�x; x0� � δ�x − x0� when a � 4k, and
Ka�x; x0� � δ�x� x0� when a � 4k� 2, where k is an integer.
The FRT operator F a is additive in index, F a2F a1 � F a2�a1 ,
and reduces to the Fourier transform (FT) and identity oper-
ators for a � 1 and a � 0, respectively. The FRT is a special
case of the LCT with parameter matrix

Fa �
�
cos�aπ∕2� s2 sin�aπ∕2�
−

sin�aπ∕2�
s2

cos�aπ∕2�
�
; (3)

differing only by an inconsequential factor: CFa f �x� �
e−iaπ∕4F af �x� [1,31]. Here s is an arbitrary scale parameter
with dimensions of length. The scale parameter serves to con-
vert the dimensional terms inside the integral to dimension-
less form. The FRT definition above reduces to the pure
mathematical FRT definition with dimensionless arguments
if we define the dimensionless variables u � x∕s and
u0 � x0∕s, or simply if we set s � 1 in our measurement unit
(meters, etc.). The choice s � 1 unit makes the expressions
simpler, but we feel that this merely hides the essential dis-
tinction between dimensional and dimensionless variables
and would actually be a disservice to the reader.

An arbitrary quadratic-phase system can be decomposed
into a (dimensional) FRT followed by scaling, followed by
chirp multiplication [1,32,33]:

T �
�
A B
C D

�
�

�
1 0
−

q
s2

1

��
M 0
0 1

M

��
cos ϕ s2 sin ϕ
−

sin ϕ
s2

cos ϕ

�
: (4)

The three matrices correspond to the transformation matrices
of chirp multiplication with parameter q [multiplication by
exp�−iπ�q∕s2�x2�], coordinate scaling with factorM > 0 [map-
ping of f �x� into

����������
1∕M

p
f �x∕M�], and ath-order FRT with ϕ �

aπ∕2 [transformation of f �x� into f a�x�], respectively. The
decomposition can be written more explicitly in terms of
the LCT- and FRT-domain representations of the signal as

f T�x� � exp
�
−iπ

q

s2
x2
� �����

1
M

r
f a

�
x
M

�
: (5)

This decomposition is a special case of the Iwasawa decom-
position [34–36]. (For a discussion of the implications of this
decomposition on the propagation of light through first-order
optical systems, see [19,37]. For a discussion of the implica-
tions for sampling optical fields, see [38,39].) By appropriately
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choosing the three parameters a, M , and q, the above equality
can be satisfied for any T � �AB;CD�matrix. Solving for a,M ,
and q in Eq. (4), we obtain the decomposition parameters in
terms of the matrix entries A, B, C, and D:

a �
8<
:

2
π arctan

�
1
s2

B
A

�
; if A ≥ 0

2
π arctan

�
1
s2

B
A

�
� 2; if A < 0

; (6)

M �
����������������������������
A2 � �B∕s2�2

q
; (7)

q �
(
−s2 C

A −
1
s2

B∕A
A2��B∕s2�2 ; if A ≠ 0

−s2 D
B ; if A � 0

: (8)

The range of the arctangent lies in �−π∕2; π∕2�.
The Wigner distribution (WD) Wf �x; σx� of a signal f �x� is a

space-frequency (phase-space) distribution that gives the
distribution of signal energy over space and frequency, and
is defined as [1,40–42]

Wf �x; σx� �
Z

∞

−∞
f �x� x0∕2�f ��x − x0∕2�e−i2πσxx0dx0: (9)

We refer to the space-frequency region for which the WD is
considered nonnegligible as the space-frequency support of
the signal, with the area of this region giving the number of
degrees of freedom [1]. All quadratic-phase systems result
in an area-preserving geometric transformation in the x − σx
plane. Explicitly, the WD of f T�x� can be related to the WD
of f �x� by a linear distortion [1]:

Wf T �x; σx� � Wf �Dx − Bσx;−Cx� Aσx�: (10)

The Jacobian of this coordinate transformation is equal to the
determinant of the matrix T, which is unity. Therefore, this
coordinate transformation will geometrically distort the
support region of the WD, but the support area will remain
unchanged.

3. PHASE-SPACE WINDOW OF OPTICAL
SYSTEMS
We now describe how to find the phase-space window (space-
frequency window) of an apertured optical system. Such
systems consist of arbitrary concatenations of apertures with
quadratic-phase systems, which in turn consist of an arbitrary
number of lenses, sections of free space, and quadratic
graded-index media. Also note that a lens with a finite
aperture can be viewed as an ideal lens followed by a finite
aperture. Although beyond the scope of this paper, our results
can be extended to more general systems involving occlusions
[43], prisms and gratings [22], and bends and shifts of the
optical axis.

The input and output planes are defined along the optical
axis z at z � 0 and z � d, where d is the length of the system.
If the apertures did not exist, the amplitude distribution at any
plane perpendicular to the optical axis could be expressed as
an LCT of the input. Hence each z plane corresponds to an
LCT domain. Let L denote the total number of apertures in

the system. zj and Δj will denote the location and extent of
the jth aperture in the system, j � 1; 2;…; L. The matrix Tj

will be used to denote the parameter matrix of the system
from the input to the position of the jth aperture—that is,
the system lying between 0 and zj excluding the apertures.
The matrix Tj can be readily calculated using the matrices
for lenses, sections of free space, quadratic graded-index
media, and the concatenation property [1]. The matrix
elements of Tj will be denoted by Aj , Bj , Cj , and Dj . The
associated Iwasawa decomposition parameters will be de-
noted by aj , Mj , and qj , which can be computed from Aj ,
Bj , Cj , and Dj by using formulas (6)–(8). The FRT order in the
Iwasawa decomposition begins from 0 at the input of the
system, and then monotonically increases as a function of
distance [1,19].

For lossless transfer through the system, the extent of the
signal just before each aperture must lie inside the aperture.
For simplicity we assume that both the aperture and the signal
extents are centered around the origin. Then, the following
must be satisfied for j � 1; 2;…; L:

ΔxTj
≤ Δj ; (11)

where ΔxTj
denotes the extent of the signal in the xTj

domain,
which corresponds to the LCT domain at the z � zj plane,
where the jth aperture is situated.

It is well known that the ath-order FRT domain is an oblique
axis in the space-frequency plane [1,44]. It has recently been
shown that LCT domains are equivalent to scaled FRT do-
mains and thus to scaled oblique axes in the space-frequency
plane [19]. The equivalence between LCT and FRT domains is
based on expressing the LCT as a chirp-multiplied and scaled
FRT, as given in Eq. (5). Multiplication is not considered to be
an operation that changes the domain of a signal, and scaling
of the axis is a relatively trivial modification of a domain.
Therefore, the only part of the LCT operation that genuinely
corresponds to a domain change is the FRT in it, and the linear
canonical transformed signal essentially lives in a scaled
fractional Fourier domain. With this equivalence, each finite
interval in an LCT domain will correspond to a scaled interval
in the equivalent FRT domain. To see this explicitly, we again
refer to Eq. (5), which implies that if the linear canonical
transformed signal f T�x� is confined to an interval of length
ΔxT, so is f a�x∕M�. Therefore, the extent of the fractional
Fourier transformed signal f a�x� in the equivalent FRT do-
main is ΔxT∕M . Thus, the condition in Eq. (11) can be
reexpressed as

Δxaj ≤ Δj∕Mj; (12)

where Δxaj denotes the extent of the signal in the ajth-order
(dimensional) FRT domain.

FRT domains are often visualized in the dimensionless
space-frequency plane where the coordinates are scaled such
that the space and frequency axes are dimensionless. This is
achieved by introducing the scaling parameter s and the
dimensionless scaled coordinates u � x∕s and μ � sσx. The
condition for lossless information transfer then becomes

Δxaj∕s ≤ Δj∕Mjs; (13)

where Δxaj∕s denotes the extent of the signal along the
oblique axis, making angle ajπ∕2 with the u � x∕s axis.
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In other words, for every j � 1; 2;…; L, the signal must be con-
fined to the interval of length Δj∕Mjs in the ajth-order FRT
domain along the oblique axis with angle ajπ∕2.

It is well known that if the space-, frequency-, or FRT-
domain representation of a signal is identically zero (or
negligible) outside a certain interval, so is its WD [1,45]. As
a direct consequence of this fact, the condition in Eq. (13)
defines a corridor of width Δj∕Mjs in the direction orthogonal
to the ajth-order FRT domain uaj . With the term “corridor” we
are referring to an infinite strip in the space-frequency plane
perpendicular to the oblique uaj axis. The corridor makes an
angle �aj � 1�π∕2 with the u � x∕s axis in the dimensionless
space-frequency plane (see Fig. 1). Now, if we intersect the
corridors defined by each aperture, we obtain a bounded re-
gion in the space-frequency plane, which has the form of a
centrally symmetrical convex polygon (see Fig. 2 for L � 2
and Fig. 3 for L � 4). We will refer to this convex polygon
defined by the normalized aperture extents as the space-

frequency window of the system, in dimensionless space.
The space-frequency window specifies the set of all signals

that can pass through the system without any loss: the optical
system preserves the information content of all signals whose
supports lie inside the space-frequency window. The area of
the space-frequency window gives the number of degrees of
freedom that can pass through the system. This is also the
minimum number of samples required to faithfully represent
an arbitrary signal at the output of the system.

We can summarize the steps for finding the phase-space
window (space-frequency window) as follows:

1. Compute the parameter matrix Tj for each aperture
j � 1; 2;…; L using the matrices for lenses, sections of free
space and quadratic graded-index media, and the concatena-
tion property. Recall that Tj was defined as the parameter
matrix of the system lying between the input plane and the
location of the jth aperture.

2. Compute the corresponding Iwasawa decomposition
parameters aj and Mj (the fractional order and the magnifica-
tion) by inserting the matrix entries Aj , Bj , Cj , and Dj into
formulas (6) and (7).

3. In the dimensionless space-frequency plane, draw a
corridor of width Δj∕Mjs making angle �aj � 1�π∕2 with the
x∕s axis, for each j. The corridor is explicitly defined by
the following two lines: y � − cot�ajπ∕2�x� Δj

2Mjs
csc�ajπ∕2�.

4. Intersect the corridors from all apertures to determine
the region lying inside all the corridors. This is the phase-
space window at the input plane z � 0.

5. Scale the horizontal and vertical coordinates by s and
1∕s, respectively, to obtain the phase-space window in the
dimensional space-frequency plane x − σx.

A few remarks are in order at this point. First, the area of
the window and hence the number of degrees of freedom of
the system remains the same whether it is computed in dimen-
sional or dimensionless space. Second, choice of the scale
parameter s is arbitrary and the system window in the dimen-
sional space-frequency plane is independent of the choice of s.
However, choice of s does affect the value of a as a function of
z. Some choices better utilize the range of a (as in Fig. 4),
whereas poor choices lead to a changing too quickly over
a short range of z and then saturating [1, pp. 320–321 and
377–378]. One approach is to choose s such that the space
and frequency extents in the dimensionless space-frequency
plane are comparable to each other. Third, the systemwindow
is computed with respect to a chosen reference plane. Above,
we compute it with respect to the input plane, so that we can
compare the input signal support with the system window. If
one desires to visualize the system window with respect to a
different reference plane, it can be transformed to the new
plane using the LCT transformation from the input plane to
the new reference plane.

We now illustrate the method on a sample system.
Figure 4(a) shows a system consisting of several apertures
and lenses, whose aperture sizes and focal lengths are given
right above them. The fractional transform order a and the
scale parameter M of the system are plotted in Fig. 4 as func-
tions of distance z. The emphasis in this paper is on computing
aj and Mj at the aperture locations, since these allow us to
determine whether there is any information loss. However,

Fig. 1. Illustration of a space-frequency corridor.

Fig. 2. Space-frequency window of a system with two apertures.

Fig. 3. Space-frequency window of a system with four apertures.
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these quantities can also be computed for all values of z in the
system, revealing their continual evolution as we move along
the optical axis, as illustrated in Figs. 4(b) and 4(c). We can
compute a�z� and M�z� by expressing A, B, C, D in terms of z
and using them in Eqs. (6)–(8) [1,37].

Figure 5 shows the system window at the input plane z � 0.
This region defines the set of all input signals that can pass
through the systemwithout any information loss. Input signals
whose space-frequency support lies wholly inside this region
will not experience any loss. Similarly, Fig. 6 shows the system
window at the output plane z � d. This region defines the set
of all signals that can be observed at the output of the
system. The region in Fig. 6 is just a propagated version of
the region in Fig. 5 through the whole optical system. This
can be obtained by applying the concatenated LCT matrix
TL;…;T2T1 to the space-frequency window at the input
plane, to take into account the linear distortion due to the
whole optical system.

Just as the concatenation property of transformation matri-
ces allows us to represent the cumulative action of all optical
elements present with a single entity, the system window is

an equivalent aperture that appropriately transforms and
combines the effects of all individual apertures in different
domains into a single space-frequency aperture.

The space-frequency (phase-space) window of the system in
Fig. 4(a) is determined only by the first, fifth, seventh, and eighth
apertures. The other apertures do not affect or limit the space-
frequency window of the system and therefore can be consid-
ered as redundant from the system’s viewpoint. Removing the
redundant apertures from the system or replacing them with

Fig. 4. (a) Apertured optical system with input plane at z � 0 and
output plane at z � 2 m. The horizontal axis is in meters. The lens
focal lengths f j in meters and the aperture sizes Δj in centimeters
are given right above them. (b) and (c) Evolution of a�z� and M�z�
as functions of z. λ � 0.5 μm and s � 0.3 mm [1,37].

Fig. 5. Space-frequency window of the system at the input plane in
the dimensionless (a) and dimensional (b) spaces.

Fig. 6. Space-frequency window of the system at the output plane in
the dimensionless (a) and dimensional (b) spaces.
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apertures of greater size will have negligible effect on the behav-
ior of the system, for any given input signal.

It is also worth noting that the information loss caused by
an aperture will depend not only on the actual physical size of
the aperture, but also on the magnification of the signal at that
location. If the magnification at the aperture location is small,
there will be less or no information loss. For example,
although the aperture sizes are the same for the second, sixth,
and eighth apertures, only the eighth aperture limits the
system window [M�1.8� ≈ 2.5, whereas M�0.5� ≈ 1.2 and
M�1.4� ≈ 1]. This illustrates that the magnification in the plane
of the aperture is as important as the size of the aperture in
limiting the system window. If we have some flexibility during
the design of the optical system, careful choice of lens and
aperture locations can help information losses to be
minimized, a process that will be aided by the space-frequency
approach and the graphs for M�z� we have discussed.

4. NECESSARY AND SUFFICIENT
CONDITION FOR LOSSLESS TRANSFER
An input signal will pass through the system without any

information loss if and only if its space-frequency support

is fully contained in the space-frequency (phase-space) win-

dow of the system. That is, if the signal support does not lie

completely inside the system window, information loss

will occur.
Proof. LCT domains correspond to oblique axes in the

space-frequency plane. Consider corridors of varying width,
orthogonal to such an oblique axis. The extent of the signal
in a given LCT domain can be determined from the space-
frequency support of the signal, by finding the width of the
narrowest orthogonal corridor enclosing the space-frequency
support. First, let us consider an input signal whose space-
frequency support lies completely inside the space-frequency
window of the system. This guarantees that along any oblique
axis in the space-frequency plane corresponding to some LCT
domain in which an aperture resides, the extent of the signal
will be smaller than the width of the aperture at that LCT
domain, and hence the signal will pass through that aperture
unhindered. Recall that the space-frequency window is de-
fined by the intersection of the corridors defined by the aper-
tures. If the extent of the signal was larger than the width of
the aperture at that LCT domain, the orthogonal corridor
enclosing the space-frequency support would have been
wider than the corridor defined by the aperture, so that the
space-frequency support of the signal could not lie within
the space-frequency window of the system.

Conversely, consider an input signal that passes through
the system without any loss. This implies that the signal extent
was smaller than the aperture width for each aperture, since
otherwise irreversible information loss would occur. Recall
that each aperture defines a corridor perpendicular to the
LCT domain in which it resides. For any of these LCT
domains, the space-frequency support of the signal must lie
within this corridor, since if not, the extent of the signal in
that domain would not lie within that aperture, leading to in-
formation loss and hence a contradiction. Since this argument
must be true for all apertures, it follows that the signal space-
frequency support must lie inside the region defined by the
intersection of the corridors, which is the space-frequency
window of the system. This completes the proof.

A straightforward but lengthy way to determine whether
information loss will take place would be to trace the
space-frequency support of the signal as it passes through
the whole system. When the signal arrives at the first aperture,
there will have taken place a linear distortion on the initial
space-frequency support of the signal. After this linear distor-
tion, if the extent of the signal in that LCT domain is less than
the aperture size, then the signal will pass through this aper-
ture without any information loss. Then another linear distor-
tion will take place as the signal travels to the next aperture.
Again, we will determine whether there is any information
loss by comparing the extent in this domain to the aperture
size. Repeating this procedure throughout the system, we
can determine whether the signal passes through the system
losslessly. This lengthy way of determining whether there will
be information loss is specific to a certain input signal and its
support. On the other hand, our method is general in the sense
that, once the space-frequency window of the system is deter-
mined, it specifies the set of all signals that can pass through
the system without information loss. The optical system
preserves the information content of all signals whose space-
frequency support lies inside the space-frequency window of
the system.

5. LOSSY TRANSFER
If the space-frequency window does not enclose the space-
frequency support of the input signal completely, then we
would intuitively expect the following: the information con-
tained within the intersection of the space-frequency support
of the signal and the space-frequency window of the system
will be preserved, and the rest will be lost (Fig. 7). This indeed
turns out to be approximately true in many cases. In other
words, just as a spatial aperture passes certain parts of a sig-
nal and blocks the rest, the space-frequency window acts like

Fig. 7. (a) Signal support is wholly contained within the system win-
dow so there is no loss of information. (b) Part of the signal support
lying within the system window will pass, and the parts lying outside
will be blocked.
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an aperture in phase space, passing certain parts and blocking
others. In particular, if the set of input signals has a greater
number of degrees of freedom than the number of degrees
of freedom the system can support, information loss will take
place, since a region with larger area can never possibly lie
completely within a region with smaller area.

Given an arbitrary space-frequency support at the input,
one can obtain the space-frequency support at any position
in the system by tracing the support throughout the system.
Whenever an aperture narrower than the signal extent is en-
countered, the outlying parts of the signal will be truncated.
The effect of this truncation on the space-frequency support of
the signal will be to likewise truncate the regions of the sup-
port lying outside the corridor defined by the aperture. If this
were the only effect of the aperture in the space-frequency
plane, then the statements made above would be exact (rather
than being approximate) and the space-frequency support ob-
served at the output could simply be found as follows: (i) find
the intersection of the input space-frequency support and
the system space-frequency window and (ii) propagate this
space-frequency region to the output plane. However, this
simple and intuitive result is not exact because each aperture
that actually cuts off the outlying parts of the signal will also
cause a broadening of the support of the signal along the
orthogonal domain, due to the Fourier uncertainty relation.

We now argue that the broadening effects are generally
negligible for many real physical signals and systems, so that
the simple and intuitive result above is often valid. The effect
of an aperture corresponds to multiplication with a rectangle
function. Let Δj denote the size of the aperture. First, if the
signal extent before the aperture is already smaller than Δj ,
then the windowing operation will affect neither the signal
nor its space-frequency support. However, if the signal extent
in that domain is larger than Δj , then the signal will be trun-
cated and the space-frequency support will also be affected.
Because windowing involves multiplication with a rectangle
function, it implies convolution of the WD of the signal with
the WD of the rectangle function along the orthogonal direc-
tion [40,45]. (An expression for the WD,W rect�x; σx� of the rec-
tangle function rect�x∕Δj� is known [1,46], but its exact form
is not necessary for our argument.) This operation will cause
compaction of the WD of the signal to a corridor of width Δj .
Moreover, convolving the WD of the signal with that of the
rectangle function along the orthogonal direction will result
in broadening of theWD by an amount that is comparable with
the extent of W rect in that direction. This extent is approxi-
mately 1∕Δj , and thus the spread in the orthogonal direction
after windowing will be ∼1∕Δj [46].

For simplicity, consider a rectangular region in the space-
frequency plane, in which case the space-bandwidth product
can be taken as a measure of the number of degrees of
freedom. Let us denote the space-bandwidth product as
N � ΔxΔσx ≥ 1, where Δx and Δσx denote the spatial and fre-
quency extents. Noting that the apertures can be modeled as
rectangle functions, the frequency extent associated with the
rectangle function will approximately be the reciprocal of its
spatial extent: 1∕Δj . Let us assume that the aperture extent is
a fraction κ of the signal extent; that is,Δj � κΔx, where κ < 1.
After the aperture, the new space-domain signal extent will be
given by Δx0 � κΔx. Moreover, since multiplication in the
space-domain implies convolution in the frequency domain,

the new extent in the frequency domain will be approximately
the sum of the spectral extents of the signal and the aperture.
The frequency extent of the signal is Δσx � N∕Δx, and the
frequency extent of the window is ∼1∕Δj � 1∕κΔx �
Δσx∕κN . Then, the new extent in the frequency domain will
be Δσ0x ≈ Δσx � Δσx∕κN � Δσx�1� 1∕κN�. Therefore, the
space-bandwidth product of the signal after the aperture will
be Δx0Δσ0x ≈ ΔxΔσx�κ � 1∕N�. Here, the first term corre-
sponds to the reduced space-frequency support resulting
from the truncation inflicted by the aperture, and the second
term corresponds to the increase arising from the broadening
in the orthogonal direction. However, if κ ≫ 1∕N , or equiva-
lently N ≫ 1∕κ, then we can neglect the term 1∕N in compari-
son to κ. Thus, we can neglect the broadening effect if
N ≫ 1∕κ. This condition will hold for many real physical sig-
nals and systems. For a physical signal that contains any rea-
sonable amount of information, such as an image, the number
of degrees of freedom will be much larger than unity and also
much larger than 1∕κ, as long as κ is not very close to 0. The
case where κ is very close to 0 is not very likely either, since
apertures with very small κ truncate nearly all of the signal.
For instance, consider a window that allows only 0.1 of the
extent of the signal to pass. Even in this case, N ≫ 10 will
be sufficient and most information bearing signals will satisfy
this condition easily. Therefore, the broadening effect will
usually be negligible when we are dealing with images and
other information bearing signals. This in turn means that it
is fairly accurate to say that when the space-frequency sup-
port of such a signal does not wholly lie within the system
window, the part that does lie within will pass, and the remain-
ing parts will be lost. On the other hand, this simple result
will not hold for some signals that do not exhibit too much
spatial structure, such as a laser beam, and the broadening
effect must be taken into account.

6. CONCLUSION
We have considered apertured optical systems, consisting of
an arbitrary sequence of lenses and apertures separated by
arbitrary lengths of free space (or quadratic graded-index
media). We defined the space-frequency window (phase-
space window) and showed how it can be explicitly deter-
mined for such a system. The area of the window gives the
maximum number of degrees of freedom that can be sup-
ported by the system. More significantly, the window specifies
which signals can pass through the system without informa-
tion loss; we showed that the signal will pass losslessly if
and only if the space-frequency support of the signal lies
completely within this window. A precondition for lossless
passage is of course that the area of the space-frequency sup-
port (and thus the number of degrees of freedom) of the set of
input signals must be smaller than the area of the space-
frequency window (and thus the number of degrees of free-
dom the system can support). We further saw that when the
space-frequency support does not lie completely within the
space-frequency window, the parts that lie within the window
pass and the parts that lie outside of the window are blocked.
While the last result is not exact, we showed that it is valid
to a good degree of approximation for many systems of prac-
tical interest.

Once established, these results are very intuitive and pro-
vide considerable insight and guidance into the behavior and

688 J. Opt. Soc. Am. A / Vol. 30, No. 4 / April 2013 H. Ozaktas and F. Oktem



design of systems involving multiple apertures. Our main con-
tribution has been to show how the hypothetical concept of
space-frequency windows can actually be calculated for a
quite broad class of optical systems. Thus our results can help
us design systems in a manner that minimizes information
loss, for instance, by ensuring that the magnifications are
as small as possible at aperture locations. An advantage of
our approach is that it does not require assumptions regarding
the signals during analysis or design, since the concept of a
system window is signal-independent.

Being able to determine the space-frequency window as a
function of the system parameters as we have shown, and
the possibility of tailoring and optimizing it, has potential
applications in areas including optical superresolution [21,22,
47–51], holographic imaging [5,43,52–55], optical design [56],
optical encryption systems [57], analysis and design of
recording devices [16,23], and comparison between different
implementations of a particular system [58], where apertured
optical systems are involved.

In this paper we have mostly used the terms space-

frequency window or phase-space window to distinguish
these entities living in the space-frequency plane from the
physical apertures that act on signals in various LCT or equiv-
alently FRT domains. However, since we have seen that these
windows block or pass the space-frequency support of the
signal in a manner very similar to how apertures block or pass
the physical signals, we can also speak of space-frequency

apertures or phase-space apertures.
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