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A B S T R A C T
We propose a novel algorithm for distributed processing applications constrained by the available communication resources using diffusion strategies that achieve up to a 10³ fold reduction in the communication load over the network, while delivering a comparable performance with respect to the state of the art. After computation of local estimates, the information is diffused among the processing elements (or nodes) non-uniformly in time by conditioning the information transfer on level-crossings of the diffused parameter, resulting in a greatly reduced communication requirement. We provide the mean and mean-square stability analyses of our algorithms, and illustrate the gain in communication efficiency compared to other reduced-communication distributed estimation schemes.
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1. Introduction

In tandem with the increasing computational capabilities of processing units and the growing amount of generated data, the demand on distributed networks and decentralized data processing algorithms have remained an area of growing interest [1–3]. With intrinsic characteristics such as robustness and scalability, distributed architectures provide enhanced efficiency and performance for a wide variety of applications ranging from adaptive filtering, sequential detection, sensor networks, to distributed resource allocation [4–9]. However, successful implementation of such applications depends on a substantial amount of communication resources. As an example, in smart grid applications, measurement units operating with high frequency put the communication infrastructure of the grid under significant pressure [10]. This calls for resource-efficient, event-triggered distributed estimation solutions that incorporate event-driven communication [11–15]. To this end, in this paper, we construct distributed architectures that have a significantly reduced communication load without compromising performance. We achieve this by introducing novel event triggered communication architectures over distributed networks.

In a distributed processing framework, a group of measurement-capable agents, termed nodes, in a network cooperate with one another in order to estimate an unknown common phenomenon [16]. Among the different approaches for distributed estimation, we specifically consider diffusion-based protocols that exploit the spatial diversity of the network by restricting information sharing to neighboring nodes, without considering any central processing unit or a fusion center [16,17]. Diffusion protocols provide an inherently scalable data processing framework that is resilient to changes in network topology such as link failures as well as changes in the statistical properties of the unknown phenomenon that is measured [16]. However, the requirement for all nodes to exchange their current estimates with their neighbors at each iteration places a heavy burden on the available communication resources [18].

Here, we propose novel event-triggered distributed estimation algorithms for communication-constrained applications that achieve up to a 10³ fold reduction in the communication load over the network. We achieve this by leveraging the uneven distribution of the events over time to efficiently reduce the communication load in real life applications. In particular, we condition an information exchange between the neighboring nodes on the level-crossings of the diffused parameter [19], unlike using a fixed rate of diffusion, cf. [16,17]. Furthermore, we show that it is sufficient to only diffuse the information indicating the direction of the change in the levels, which can be handled using only two bits for a slowly-varying parameter.

Reduced communication diffusion is extensively studied in the signal processing literature [18,20–23]. In [18,20,21], the authors restrict the number of active links between neighbors using a probabilistic framework, or by adaptively choosing a single link of communication for each node. In [22], local estimates are ran-
domly projected, and the information transfer between the nodes is reduced to a single bit. In [23], only certain dimensions of the parameter vector are transmitted. On the other hand, in this paper, we reduce the communication load down to only a single bit or a couple of bits, unlike [18,20,21,23], in which authors diffuse parameters in full precision. Furthermore, we regulate the frequency of information exchange depending on the rate of change of the parameter, unlike [22] where the authors transfer information at each single time instant.

Our main contributions are as follows. We introduce algorithms for distributed estimation that i) significantly reduce the communication load on the network, ii) while continuing to provide equal performance with the state of the art. We also perform the mean and mean-square stability analyses of our algorithms. Through numerical examples, we show that our algorithms provide significant reduction in the communication load over the network.

The paper is organized as follows: In Section 2, we introduce the distributed estimation framework and discuss the adapt-then-combine (ATC) diffusion strategy. We further detail our algorithms in Section 3, where we formulate the level-triggered distributed estimation algorithm. In Section 4, we present the algorithmic description of the proposed scheme. In Sections 5 and 6, we provide respectively the mean and mean-square stability analyses of the distributed adaptive filter and state the conditions for stability. We provide experimental verification of the algorithm in Section 7, and concluding remarks in Section 8.

2. Problem description

Consider a network with $N$ nodes that are distributed spatially as shown in Fig. 1. Each node sequentially observes a noise-corrupted transformation of an unknown parameter $\mathbf{w}_0$ through a linear model

$$d_{i,t} = \mathbf{u}_{i,t}^T \mathbf{w}_0 + \nu_{i,t}, \quad i = 1, \ldots, N$$

and diffuses information to its neighboring nodes $j \in \mathcal{N}_i$,\footnote{We represent vectors (matrices) by bold lower (upper) case letters. For a vector $\mathbf{a}$ (a matrix $A$), $\mathbf{a}^T$ ($A^T$) is the transpose. $|a|$ represents the Euclidean norm. The diag($A$) returns a new matrix with only the main diagonal of $A$ while diag($a$) puts $a$ on the main diagonal of the new matrix. col$(a_1, \ldots, a_k)$ produces a column vector formed by column-wise stacking its arguments on top of one another. $\mathbf{I}_M$ represents the $M \times M$ identity matrix. $\otimes$ stands for the Kronecker product. Tr(·) stands for the trace.} where $\mathbf{w}_0 \in \mathbb{R}^M$ is the unknown phenomenon, with $\mathbf{u}_{i,t}$ and $\nu_{i,t}$ representing the regressor and the noise processes, respectively. The additive observation noise $\nu_{i,t}$ and the regressor $\mathbf{u}_{i,t}$ are assumed to be temporally and spatially independent, and independent of one another, with $E[\mathbf{u}_{i,t} \mathbf{u}_{i,t}^T] = \sigma_u^2 \mathbf{I}_M$, $E[\nu_{i,t}^2] = \sigma^2_{\nu}$. For each node $i$, we assume that at time $t$ only the regressor $\mathbf{u}_{i,t}$ and the observation $d_{i,t}$ along with the parameter estimates from neighboring nodes $\phi_{j,t}, j \in \mathcal{N}_i$ are available to it. Therefore each node incurs the cost for the parameter $\mathbf{w}$ [17]

$$J_i(\mathbf{w}) = \frac{1}{2} E[d_{i,t} - \mathbf{u}_{i,t}^T \mathbf{w}]^2 + \frac{1}{2} \sum_{j \in \mathcal{N}_i} \alpha_{i,j} \| \mathbf{w} - \phi_j \|^2.$$  \hspace{1cm} (2)

where $\alpha_{i,j}$ is a non-negative, real coefficient satisfying $\sum_{j=1}^N \alpha_{i,j} = 1$ that assigns different weights to different neighbors. In order to minimize (2) in an online manner, we employ the stochastic gradient approach [24]. To this end, we calculate the gradient for (2) as

$$\nabla_{\mathbf{w}} J_i(\mathbf{w}) = (\mathbf{R}_{u,i} \mathbf{w} - \mathbf{R}_{d,u,i}) + \sum_{j \in \mathcal{N}_i} \alpha_{i,j} (\mathbf{w} - \phi_j).$$  \hspace{1cm} (3)

where $\mathbf{R}_{u,i} = E[\mathbf{u}_{i,t} \mathbf{u}_{i,t}^T]$ and $\mathbf{R}_{d,u,i} = E[\mathbf{d}_{i,t} \mathbf{d}_{i,t}^T]$. Using the instantaneous approximations $\mathbf{R}_{u,i} \approx \mathbf{u}_{i,t} \mathbf{u}_{i,t}^T$ and $\mathbf{R}_{d,u,i} \approx \mathbf{u}_{i,t} \mathbf{d}_{i,t}$ in (3), we obtain an approximate expression for the gradient of the cost function in (3) as

$$\nabla_{\mathbf{w}} J_i(\mathbf{w}) \approx \mathbf{u}_{i,t} (\mathbf{u}_{i,t}^T \mathbf{w}_{i,t} - d_{i,t}) - \sum_{j \in \mathcal{N}_i} \alpha_{i,j} (\phi_j - \mathbf{w}_{i,t}).$$  \hspace{1cm} (4)

Considering that we are optimizing a sum of two convex cost functions in (2) with the use of (4), we note that we can carry out the optimization using incremental solutions over (2) where the update is performed in two steps. Since we consider the adapt-then-combine (ATC) diffusion strategy for this paper, first we create an intermediate estimate by using the gradient of the first summand in (2) and then update the estimate using the second summand in (2) as [17]

$$\phi_{i,t+1} = \mathbf{w}_{i,t} + \mu_i \mathbf{u}_{i,t} (d_{i,t} - \mathbf{u}_{i,t}^T \mathbf{w}_{i,t}),$$  \hspace{1cm} (5)

$$\mathbf{w}_{i,t+1} = \phi_{i,t+1} + \eta_i \sum_{j \in \mathcal{N}_i} \alpha_{i,j} (\phi_{j,t+1} - \phi_{i,t+1}),$$  \hspace{1cm} (6)

where $\mu_i$ and $\eta_i$ are positive step sizes. Note that we have replaced the estimates coming from neighbors $\phi_j$ with their instantaneous approximations $\phi_{j,t+1}$. Now, we represent the equation in (6) as

$$\mathbf{w}_{i,t+1} = \sum_{j \in \mathcal{N}_i} p_{i,j} \phi_{j,t+1},$$  \hspace{1cm} (7)

where we have defined $p_{i,j} = (1 - \sum_{j \in \mathcal{N}_i} \eta_j \alpha_{i,j})$ and $p_{i,j} = \eta_j \alpha_{i,j}$ for $j \neq i$ to obtain (7), yielding the network matrix $\mathbf{P} = [p_{i,j}]$ comprised of the combination weights $\sum_{j=1}^N p_{i,j} = 1$ with $p_{i,j} \geq 0$.

3. Distributed estimation with level triggered sampling

The well-known ATC full diffusion scheme (7) requires all nodes in the network to communicate their current estimates (i) in their entirety, and (ii) at a fixed rate to all their neighboring nodes [17]. We propose a new scheme, which achieves an increased communication efficiency by conditioning the diffusion of information on the trigger of an event, instead of relying on a fixed rate of diffusion. Our approach considerably reduces the load on communication resources since only “significant changes” in the diffused parameter, e.g., an abrupt change in the local estimate, are conveyed based on the particular realization of the signal.

To clarify the framework, we consider the diffusion of a scalar parameter $\hat{\xi}_{i,t}$ from a given node $i$ to a neighboring node $j$. As an example, this information can be a single component of the estimates [23], or the error associated with an additional estimation layer [22]. In our distributed framework, due to communication constraints, a quantized version of the original parameter, $\xi_{i,t}^{\text{q}}$, is
shared. We aim to form a quantization scheme, which guarantees that \( \xi_{i,t} \) and \( \xi_{i,t}^q \) are approximately equal to each other for all \( t \), while at the same time keeping the load on communication resources relatively small.

To solve this problem, we propose an event-triggered communication algorithm where, as the event-triggered approach, we specifically use level crossing (LC) quantization [19]. To clarify the framework, suppose we have a discrete time signal \( \xi_{i,t} \) as shown in Fig. 2 that represents the information to be communicated from the node \( i \) to the node \( j \), e.g., the estimated parameter, or the estimation error. In conventional quantization, at each time instant, we sample and quantize this parameter. On the other hand, in the LC quantization, we consider a set of levels \( \mathcal{S} \equiv \{ l_1, \ldots, l_K \} \), which is illustrated in Fig. 2. At each discrete time index \( t \), the node \( i \) checks whether a level-crossing has occurred on \( \xi_{i,t} \). When the parameter \( \xi_{i,t} \) crosses a level \( l_{i,t} \), i.e.,

\[
(\xi_{i,t-1} - l_{i,t}) (\xi_{i,t} - l_{i,t}) < 0 \quad \text{for some } l_{i,t} \in \mathcal{S},
\]

the node \( i \) transmits information to its neighboring nodes. For example, this information can be the direction of the level-crossing [19]. A neighboring node \( j \) uses this received information to form an estimate \( \xi_{i,t}^q \) for \( \xi_{i,t} \).

If there is an information transfer by the node \( i \) at time \( t \), the receiving node \( j \) estimates the parameter as the level through which a level crossing has occurred:

\[
\xi_{i,t}^q = l_{i,t}.
\]  

For the time instants when the node \( i \) is silent, the node \( j \) infers that no significant change in the parameter has taken place, and uses the estimated parameter value from the previous time instant:

\[
\xi_{i,t}^q = \xi_{i,t-1}.
\]  

We note that the set of levels \( \mathcal{S} \) is known by all nodes in the network. Hence, as the diffused information, it is sufficient for the node \( i \) to only convey how \( \xi_{i,t}^q \) changes compared to the previously-crossed level \( \xi_{i,t-1}^q \). In particular, we note the following two cases: In the first case, the parameter \( \xi_{i,t} \) changes slowly enough such that a crossing through multiple levels do not occur, so that the node \( i \) only needs to indicate the direction of the change in levels. Therefore, we transmit two bits for this case, one for indicating that the single level crossing occurs and the other for indicating the direction of crossing. In the second case, we may have multiple crossings where we directly code the full location information of the new level value \( \xi_{i,t}^q \) with a flag bit indicating multiple level crossing occurred using \( \lceil \log_2(K) \rceil + 1 \) bits. As shown, this approach significantly lowers the amount of communication while maintaining estimation performance.

4. Algorithm description

In this section, we present the full algorithmic description of the proposed diffusion scheme with the level-crossing quantization [19]. At time \( t \), a given node \( i \) in the network makes the scalar observation \( d_{i,t} \) through the linear model \( d_{i,t} = w_{0} + u_{i,t} \), which is then used to update its intermediary local estimate using the LMS adaptation

\[
\phi_{i,t+1} = (I_M - \mu_i u_{i,t} u_{i,t}^T) w_{i,t} + \mu_i u_{i,t} d_{i,t}.
\]

Due to the quantized communication framework, a neighboring node \( j \) does not have access to the true value of the parameter \( \phi_{i,t+1} \), which has \( M \) entries. As such, based on the limited information it receives from the node \( i \), the node \( j \) tries to estimate this parameter as the \( M \)-entry vector \( \phi_{i,t+1}^q \). Specifically, in the LC quantization, the node \( j \) receives information about the current values of the entries of the parameter \( \phi_{i,t+1} \) have changed relative to the most recent estimate the node \( j \) has access to, namely \( \phi_{i,t}^q \). The node \( j \) records the most recent estimate, \( \phi_{i,t}^q \), as a reference and diffuses information to the neighboring nodes \( j \in N_i \) indicating how the current estimate \( \phi_{i,t+1} \) compares to this reference on a per-entry basis. In particular, the node \( j \) makes this comparison by checking for a level crossing between corresponding entries of the two vector quantities \( \phi_{i,t}^q \) and \( \phi_{i,t+1}^q \). If there is a level crossing on an entry, the node \( j \) transmits information to its neighbors through a channel frequency allocated to this particular entry. If there is a single level-crossing, this information indicates the direction of the level crossing; otherwise, the transmitted information directly specifies the location of the new level. A neighboring node \( j \) then constructs the estimate \( \phi_{j,t+1}^q \) using (8) or (9) on a per-entry basis, depending on whether the node \( i \)diffuses information or not, respectively, at time \( t \).

While diffusing information related to its own local estimate, the node \( i \) also receives information from the neighboring nodes \( j \) representing their local estimates \( \phi_{j,t+1} \). For each neighboring node \( j \), the node \( i \) uses this diffused information to reconstruct \( \phi_{j,t+1}^q \) using (8) or (9). The final estimate \( w_{i,t+1} \) is then constructed using the combination

\[
w_{i,t+1} = p_{i,j} \phi_{j,t+1} + \sum_{j \in N_i \setminus \{ i \} } p_{i,j} \phi_{j,t}^q.
\]

**Remark.** In order to keep the presentation clear, we illustrate the special case of \( M = 1 \) of the proposed algorithm in Algorithm 1, which can be generalized to arbitrary \( M \) in a straightforward manner.

**Remark.** We note that an alternative approach to dealing with the \( M > 1 \) case is to have the nodes in the network transmit only a certain entry of their intermediary estimates \( \phi_{j,t} \). As an example, in this case, the nodes can cycle through different entries across time in a round-robin fashion. The non-communicated entries are replaced by the corresponding entries in the local intermediary estimate [23]. This approach is explored in Section 7.

5. Mean stability analysis

To continue with the stability analysis of the proposed scheme, we assume that the regressors \( u_{i,t} \) are temporally and spatially
Algorithm 1 ATC diffusion LMS with the LC quantization, M = 1.

```plaintext
1: for i = 1 to N do
2: \( w_{i,0} = \phi_{i,0}^0 = 0 \)
3: end for
4: for \( t \geq 0 \) do
5: for i = 1 to N do
6: Local adaptation:
7: \( \phi_{i,t+1} = (1 - \mu_i)w_{i,t} + \mu_iu_{i,t}d_{i,t} \)
8: end for
9: for all j \( \in \mathcal{N}_i \) do
10: if \( j \) is silent then
11: \( p_{i,j} = 0 \)
12: end if
13: \( \phi_{j,t+1} = \phi_{j,t} \)
14: end for
15: Reconstruction:
16: \( \tilde{w}_{i,t+1} = p_{i,i}\phi_{i,t+1} + \sum_{j \in \mathcal{N}_i \setminus \{i\}} p_{i,j}\phi_{j,t+1} \)
17: end for
18: end for
```

Using the above-defined quantities, the diffusion updates (13), (14) take the following global state-space form:

\[
\phi_{t+1} = (I_{MN} - MU_t U_t^T)(w_t + MU_t d_t),
\]

\[
\bar{\phi}_{t+1} = G\phi_{t+1} - GC\alpha_{t+1},
\]

To facilitate the mean stability analysis, we define the global deviation parameters

\[
\bar{w}_{t} \triangleq w_{t} - w_t,
\]

\[
\bar{\phi}_t \triangleq w_t - \phi_t.
\]

After substituting (17) and subtracting both sides of (15), (16) from \( w_{t} \), the diffusion updates in terms of the deviation parameters take the following form:

\[
\bar{\phi}_{t+1} = (I_{MN} - MU_t U_t^T)\bar{w}_t - MU_t v_t,
\]

\[
\bar{\phi}_{t+1} = G\bar{\phi}_{t+1} + G_C\bar{\phi}_{t+1},
\]

where we have used the relation \( Gw_{t} = w_{t} \), which results from the stochastic nature of \( P \).

The expressions (18), (19) can be expressed compactly as

\[
\bar{w}_{t+1} = G(I_{MN} - MU_t U_t^T)\bar{w}_t - GMU_t v_t + G_C\alpha_{t+1}.
\]

**Assumption.** The quantization error over the network \( \alpha_t \) has zero mean. This is a reasonable assumption for the analysis of quantization effects [24]. The applicability of the assumption is verified by our experiments in Section 7.

Taking expectations of both sides of (20) yields

\[
E[\bar{w}_{t+1}] = G(I_{MN} - MA)E[\bar{w}_t],
\]

where \( A = \text{diag}(A_1, \ldots, A_N) \) is block diagonal. For mean stability and asymptotic unbiasedness of the distributed filter (11)–(12), we require that the spectral radius \( |G(I_{MN} - MA)| < 1 \), which, noting that \( G \) is stochastic with nonnegative entries, is equivalent to requiring

\[
|I_{MN} - MA| < 1,
\]

by the Theorem 4.4 of [25]. Noting that the eigenvalues of the block diagonal matrix \( I_{MN} - MA \) is the union of the eigenvalues of its individual blocks \( I_{M} - \mu_i A_i \), where \( A_i = \sigma_i^2 I_M \), we conclude that the distributed filter is mean stable if \( |1 - \mu_i\sigma_i^2| < 1 \), \( i = 1, \ldots, N \), i.e., if

\[
0 < \mu_i < \frac{2}{\sigma_i^2} \quad i = 1, \ldots, N,
\]

which provides the stability condition of the proposed algorithm.
6. Mean-square stability

We utilize the weighted energy relation approach [24] to proceed the mean square transient analysis of the distributed filter. Through a positive-definite weighting matrix $\Sigma$, taking the weighted norm of both sides of (20) yields:

$$\tilde{w}_{t+1}^T \Sigma \tilde{w}_{t+1} = $$
$$\tilde{w}_{t}^T (I_{MN} - MU_t U_t^T) G^T \Sigma G (I_{MN} - MU_t U_t^T) \tilde{w}_{t} $$
$$ - 2v_t^T U_t^T MG^T \Sigma G (I_{MN} - MU_t U_t^T) \tilde{w}_{t} $$
$$ + 2\alpha_{t+1}^T G^T \Sigma G \alpha_{t+1} $$
$$ - 2v_t^T U_t^T MG^T \Sigma G \alpha_{t+1}^T $$
$$ + v_t^T U_t^T MG^T \Sigma G \alpha_{t+1} $$.  \tag{23}

Noting that $v_t$ is zero-mean and independent of $U_t$ and $\tilde{w}_{t}$, and taking the expected value of both sides of (23) yields the following variance relation:

$$E[\tilde{w}_{t+1}^T \Sigma \tilde{w}_{t+1}] = $$
$$E[\tilde{w}_{t}^T (I_{MN} - MU_t U_t^T) G^T \Sigma G (I_{MN} - MU_t U_t^T) \tilde{w}_{t} ] $$
$$ + 2E[\alpha_{t+1}^T G^T \Sigma G \alpha_{t+1} ] $$
$$ - 2E[v_t^T U_t^T MG^T \Sigma G \alpha_{t+1} ] $$
$$ + E[v_t^T U_t^T MG^T \Sigma G \alpha_{t+1} ] $$
$$ + E[\alpha_{t+1}^T G^T \Sigma G \alpha_{t+1} ] $.  \tag{24}

By the temporal independence of the regressor process $U_t$ and the independence of the noise process $v_t$ from $U_t$, we have the result that $U_t$ is independent of $\tilde{w}_t$. Hence, the random weighting matrix $\Sigma'$ can be replaced by its mean value $\Sigma' \triangleq E[\Sigma']$ in (24). Thus,

$$\Sigma' = G^T \Sigma G - G^T \Sigma G M_1 A_1 M_1^T \Sigma G + U_t U_t^T MG^T \Sigma G M_1 A_1 M_1^T \Sigma G $$.  \tag{25}

where $A_1 \triangleq E[U_t U_t^T MG^T \Sigma G M_1 A_1 M_1^T \Sigma G ]$. Substituting the $\phi_t$ expression from (18) into (24) yields the following final form of the variance relation

$$E[\tilde{w}_{t+1}^T \Sigma \tilde{w}_{t+1}] = $$
$$E[\tilde{w}_{t}^T (I_{MN} - MU_t U_t^T) G^T \Sigma G (I_{MN} - MU_t U_t^T) \tilde{w}_{t} ] $$
$$ + 2E[\alpha_{t+1}^T G^T \Sigma G \alpha_{t+1} ] $$
$$ + E[v_t^T U_t^T MG^T \Sigma G \alpha_{t+1} ] $$
$$ + E[v_t^T U_t^T MG^T \Sigma G \alpha_{t+1} ] $$.  \tag{26}

To capture the mean-square behavior of the adaptive network, we express the relations (25), (26) in a compact form by using the convenient vector notation [24]. In particular, we use the $\text{bvec}(-)$ block vectorization operation [16] which transforms an arbitrary $MN \times MN$ block matrix $\Sigma$ with the $(i,j)$ th block $\Sigma_{ij}$ of size $M \times M$ into the vector $\text{vec}(\Sigma_{ij})$, where $\text{vec}(\Sigma_{ij}) \triangleq \text{vec}(\Sigma_{ij}) \cup \ldots \cup \text{vec}(\Sigma_{ij})$). We also use the block Kronecker product $A \otimes B$ defined as having the $(i,j)$th block

$$[A \otimes B]_{ij} = $$
$$A_{ij} \otimes B_{11} \ldots A_{ij} \otimes B_{1N} $$
$$ \vdots \vdots \vdots $$
$$A_{ij} \otimes B_{N1} \ldots A_{ij} \otimes B_{NN} $.  \tag{27}

which is related to the $\text{bvec}(-)$ operator via $\text{bvec}(ABC) = (C^T \otimes A) \text{bvec}(B)$. Defining $\sigma \triangleq \text{bvec}(\Sigma)$ and vectorizing both sides of (25) yields

$$\text{bvec}[\Sigma'] = ((I_{MN} \otimes I_{MN}) - (AM) \otimes I_{MN}) $$
$$ - (I_{MN} \otimes AM)) (G^T \otimes G') \sigma $$
$$ + \text{bvec}[E[U_t U_t^T MG^T \Sigma G M_1 A_1 M_1^T \Sigma G ]]. $$

The term $E[U_t U_t^T MG^T \Sigma G M_1 A_1 M_1^T \Sigma G ]$ on the right-hand side of (28) can be vectorized by resorting to the Gaussian factorization theorem [16,17]. We let $\Sigma = MG^T \Sigma G M$ with $(i,j)$ th block $\Sigma_{ij}$ and with the vectorized form $\text{bvec}(\Sigma) = \text{vec}([\sigma_1, \ldots, \sigma_J])$ where $\sigma_j = \text{vec}([\sigma_{1j}, \ldots, \sigma_{Nj}])$. Then, the $(k,l)$ th block $\Gamma_{kl}$ of $\Gamma \triangleq E[U_t U_t^T \Sigma U_t U_t^T]$ is given by

$$\Gamma_{kl} = $$
$$\begin{cases}
A_k \tilde{\Sigma}_{kl} A_l & \text{for } k \neq l,
A_k \tilde{\Sigma}_{kl} A_k + 2A_k \text{Tr}([\tilde{\Sigma}_{kl} A_k]) & \text{for } k = l.
\end{cases}$$

with the vectorized form

$$\gamma_{kl} = $$
$$\begin{cases}
(A_l \otimes A_k) \tilde{\sigma}_{kl} & \text{for } k \neq l,
(A_l \otimes A_k) + 2r_k r_l & \text{for } k = l,
\end{cases}$$

by the factorization theorem, where $A_k \triangleq E[u_k u_k^T]$, $r_k \triangleq \text{vec}(A_k)$. Letting $\text{bvec}(\Gamma) = \text{vec}([\gamma_{11}, \ldots, \gamma_{NN}])$, we observe that we can express $\gamma_{kl}$ in the form

$$\gamma_{kl} = A_k \tilde{\sigma}_{kl},$$

where $A_k \triangleq \text{diag}(A_1, \ldots, A_N)$. Further defining $A \triangleq \text{diag}(A_1, \ldots, A_N)$, we arrive at the representation

$$\text{bvec}(\Sigma') = A (M \otimes M)(G^T \otimes G') \sigma.$$

Substituting (29) to (28) yields

$$\text{bvec}(\Sigma') = ((I_{MN} \otimes I_{MN}) - (AM) \otimes I_{MN}) $$
$$ - (I_{MN} \otimes AM)) (G^T \otimes G') \sigma. $$

The term $E[v_t^T U_t^T MG^T \Sigma G M_1 A_1 M_1^T \Sigma G ]$ in (26) can be verified to be

$$E[v_t^T U_t^T MG^T \Sigma G M_1 A_1 M_1^T \Sigma G ]$$
$$= E[\text{Tr}(v_t^T U_t^T MG^T \Sigma G M_1 A_1 M_1^T \Sigma G )]$$
$$= E[\text{Tr}(\Sigma G M_1 A_1 M_1^T \Sigma G )]$$
$$= E[\Sigma G M_1 A_1 M_1^T \Sigma G ]$$
$$= \text{Tr}(\Sigma G M_1 A_1 M_1^T \Sigma G ).$$

where we have defined $H = E[U_t v_t U_t^T v_t]$. We observe that $H$ has the $(k,l)$ th block $H_{kl} = \sigma_{kl}^2 A_k A_k$, which yields $H = (A_f \otimes I_{MN}) \Lambda$, where $A_f \triangleq E[v_t v_t^T]$. Thus (31) becomes

$$E[v_t^T U_t^T MG^T \Sigma G M_1 A_1 M_1^T \Sigma G ]$$
$$= \text{Tr}(\Sigma G M_1 A_1 M_1^T \Sigma G )$$
$$= ((G M \otimes G M) \text{bvec}(A_f \otimes I_{MN}) A_1) \sigma.$$
\[ E\left[\alpha_{t+1}^{T}G_{t}^{T}SG_{t+1}\right] = \left(\left(G \odot G_{t}\right) \text{bvec}\left[E[\alpha_{t+1}^{T}G_{t+1}]\right]\right)^{T}\sigma. \]

\[ E\left[\alpha_{t+1}^{T}G_{t}^{T}SG_{t+1}\right] = \left(\left(G_{t} \odot G_{t}\right) \text{bvec}\left[E[\alpha_{t+1}^{T}]\right]\right)^{T}\sigma. \]

(33)

Defining the quantities

\[ b_{t} = (GM \odot GM) \text{bvec}\left[(A_{N} \odot I_{M}) \Lambda\right] + (G \odot G_{t}) \text{bvec}\left[E[\alpha_{t}^{T}]\right] + (G_{t} \odot G_{t}) \text{bvec}\left[E[\alpha_{t}^{T}]\right], \]

\[ F = (\left(I_{MN} \odot I_{MN}\right) - \left(\alpha_{M} \odot I_{MN}\right) - \left(I_{MN} \odot \Lambda M\right) + \left(A_{M} \odot M\right)) \left(G^{T} \odot G^{T}\right), \]

and further using the shorthand \( E[\hat{w}_{t}]^{2}_{\sigma} \) for \( E[\hat{w}_{t}]^{2}_{\text{bvec}(:)} \), yields the following compact form for the weighted energy recursion:

\[ E[\hat{w}_{t+1}]^{2}_{\sigma} = E[\hat{w}_{t}]^{2}_{\sigma} + b_{t+1}^{T}\sigma \]

(35)

**Remark.** We note that the expectations \( E[\alpha_{t+1}^{T}] \) and \( E[\alpha_{t+1}^{T}\alpha_{t+1}^{T}] \) present some difficulty for further analytical simplifications in closed form, in exact or approximate terms. This is caused by the large degree with which the quantization error term is coupled with itself as the intermediary parameter deviation \( \alpha_{t} \) non-linearly through the non-deterministic reference levels \( \{\phi_{t}^{k}\}_{t} \) against which the level crossing events are checked, which evolve through (13)-(14). We further note that invoking an approximation based on independence arguments for \( E[\alpha_{t+1}^{T}\alpha_{t+1}^{T}] \), which captures the covariances between the intermediary parameter deviations and the quantization errors over arbitrary pairs of nodes on the network, is not feasible in general unless further assumptions are made on the number of quantization levels employed so that the deviations become statistically less sensitive on the error terms. We stress that the lack of closed-form expressions for these expectations does not hamper our analysis for the mean-square stability, since requiring that the aforementioned terms remain bounded is sufficient for the purposes of establishing a bound for the (weighted) mean-square deviation \( E[\hat{w}_{t}]^{2}_{\sigma} \).

Iteration of (35) yields the recursions

\[ E[\hat{w}_{t+1}]^{2}_{\sigma} = E[\hat{w}_{t}]^{2}_{\sigma} + b_{t+1}^{T}\sigma \]

\[ E[\hat{w}_{t+1}]^{2}_{\text{bvec}(:)} = E[\hat{w}_{t}]^{2}_{\text{bvec}(:)} + b_{t+1}^{T}F^{N^{2}}\sigma \]

(36)

Using Cayley–Hamilton theorem with characteristic polynomial \( p(x) \) for \( F \) results in

\[ F^{N^{2}}M^{2} = -p_{N^{2}M^{2}}F^{N^{2}M^{2} - 1} - \ldots - p_{1}F - p_{0}. \]

Substituting to (36) then results in the expression

\[ E[\hat{w}_{t+1}]^{2}_{F^{N^{2}M^{2} - 1} \sigma} = \sum_{n=0}^{t-1} \left[ E[\hat{w}_{t}]^{2}_{F^{N^{2}M^{2} - 1} \sigma} + b_{t+1}^{T}F^{N^{2}M^{2} - 1} \sigma \right], \]

which can be placed into the state space form

\[ \mathcal{W}_{t+1} = \mathcal{F}\mathcal{W}_{t} + \mathcal{Y}_{t+1} \]

(37)

where

\[ \mathcal{W}_{1} = \mathcal{F}\mathcal{W}_{0} + \sum_{n=0}^{t-1} \mathcal{F}^{n}\mathcal{Y}_{t-n} \]

(40)

Using (40), we can obtain a bound for \( \|\mathcal{W}_{t}\|_{2} \) as

\[ \|\mathcal{W}_{t}\|_{2} \leq \|\mathcal{F}\|_{2}^{t} \|\mathcal{W}_{0}\|_{2} + \sum_{n=0}^{t-1} \|\mathcal{F}\|_{2}^{n} \|\mathcal{Y}_{t-n}\|_{2} \]

\[ \leq \|\mathcal{F}\|_{2} \|\mathcal{W}_{0}\|_{2} + \sum_{n=0}^{t-1} \|\mathcal{F}\|_{2}^{n} \]

\[ = \|\mathcal{F}\|_{2} \|\mathcal{W}_{0}\|_{2} + C \sum_{n=0}^{t-1} \|\mathcal{F}\|_{2}^{n} \]

(41)

where we have used the fact that since \( \mathcal{F} \) is in the form of a companion matrix for \( F \), they share the same set of eigenvalues.

We note that requiring that \( \|\mathcal{W}_{t}\|_{2} \) remains bounded is sufficient to guarantee the mean-square stability of the overall system since doing so ensures that \( E[\hat{w}_{t}]^{2}_{\sigma} \) remains bounded. Thus, by (41), the mean-square stability condition reduces to the matrix \( F \) given by (34) being stable. Hence in order to ensure MS stability, it is sufficient that the step sizes \( \mu_{i} \) are chosen such that the matrix \( F \) is stable.

**7. Experiments**

In this section, we demonstrate the significant reduction in the communication load achieved by our algorithms while providing equal performance with respect to the state of the art.

For the first part of the simulations, we consider a sample network consisting of \( N = 10 \) nodes, where each node makes its observation through the linear model
The regressor data \( u_{i,t} \) are zero mean i.i.d. Gaussian with standard deviations \( \sigma_{u,i} \) chosen randomly from the interval \((0.3, 0.8)\). The observation noises are generated from a Normal distribution with standard deviations \( \sigma_{v,i} \) chosen randomly from the interval \((0.1, 0.3)\). In Fig. 3, we depict the network topology and the network's statistical profile to show how the signal power and the noise power vary across the network.

The unknown vector parameter \( \mathbf{w}_0 \) with \( M = 10 \) components is randomly chosen from a Normal distribution and normalized to have a unit energy. We changed the source statistics in the middle of the simulations to observe how well the proposed algorithm is able to track the sudden changes in the unknown parameter.

We use Metropolis combination rule to generate the network matrix \( \mathbf{P} \) such that

\[
p_{i,j} = \begin{cases} 
\frac{1}{\max(N_i,N_j)} & \text{if } i \neq j \text{ are linked,} \\
0 & \text{for } i \text{ and } j \text{ not linked,} \\
1 - \sum_{j \in N_i \setminus \{i\}} p_{i,j} & \text{for } i = j
\end{cases}
\]

using the randomly selected network adjacency matrix given by

\[
\begin{bmatrix}
1 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 \\
1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 1 & 1 \\
0 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 \\
1 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 0 \\
0 & 0 & 1 & 1 & 1 & 0 & 1 & 0 & 0 & 1
\end{bmatrix}
\]

We configure the nodes such that they cycle through the entries of the intermediary estimates \( \phi_{i,t} \) in a round-robin fashion, and exchange only this selected \( L = 1 \) dimension out of \( M \) in one time instant. For instance, for a \( L = 1, M = 3 \) system at time instants \( t = 1, \ldots, 4 \), the \( i \)th node will send its entries of the intermediary estimate \( \phi_{i,t} \) as in (43)

\[
\begin{align*}
\phi_{1,i} &= \begin{bmatrix} \phi_{1,1,i} \\ 0 \\ 0 \end{bmatrix}, & \phi_{2,i} &= \begin{bmatrix} 0 \\ \phi_{2,2,i} \\ 0 \end{bmatrix}, & \phi_{3,i} &= \begin{bmatrix} 0 \\ 0 \\ \phi_{3,3,i} \end{bmatrix}, \\
\phi_{4,i} &= \begin{bmatrix} \phi_{1,4,i} \\ 0 \\ 0 \end{bmatrix},
\end{align*}
\]

where \( \phi_{i,1,i} \) is the \( i \)th dimension of the intermediary entry \( \phi_{i,t} \) of the \( i \)th node at time \( t \) that is sent to the neighbors.

We evaluate the communication reduction performance of the proposed algorithm with respect to the algorithm in [23], where only one entry of intermediate estimates is exchanged by the nodes at each round in a sequential order as explained in (43).

In Fig. 4, the MSD performance of the proposed algorithm is demonstrated, where as a reference, we have considered the algorithm in [23] with an adaptive Lloyd–Max quantizer and with a no-quantization (scalar diffusion) implementation of the system. Note that both in scalar diffusion algorithm and Lloyd–Max quantized algorithm, which is referred as conventionally quantized algorithm later, nodes are exchanging the information of one dimension per communication round. However, in scalar diffusion algorithm, information of the exchanged dimension is diffused with full precision; while in Lloyd–Max case, information of the exchanged dimension is quantized with a finite precision. We selected the quantization interval so that we do not suffer from any saturation effects and also we have chosen the number of quantization levels so that no further significant improvement can be made on the MSD performance of the algorithms by increasing the number of levels. We observed that 53 quantization levels for the LC algorithm and 31 quantization levels for the conventional algorithm were sufficient. We use a step size of \( \mu = 0.05 \) during the
simulations due to its good learning rate and convergence results. The results that we obtained in the experiments are averaged over 100 independent trials.

From these simulations, we observe that the convergence rate of the scalar diffusion and the conventionally quantized diffusion algorithms are superior compared to the proposed algorithm, while the steady-state MSD values of all three systems are identical. We note that it was our aim to get equal steady-state MSD values allowing a fair comparison in terms of the convergence speeds. Also, it is observed that the proposed algorithm is able to adapt well when faced with a sudden change in the source statistics.

In Fig. 5, we present the communication load that each algorithm incurs on the network. We exclude the scalar (infinite-precision) diffusion algorithm from this comparison since it requires an infinite number of bits to encode the information exchanged among the nodes. We observe a substantial enhancement in the communication efficiency achieved by the proposed algorithm in terms of the total number of bits exchanged between the nodes across the entire adaptive network with respect to the algorithm that uses the conventional quantization. Particularly, for this \( N = 10 \) node network, we note that the proposed algorithm provides \( 10^3 \) times less communication load over the reference implementation with the same steady state MSD values. We also observe that at the time of change in the source statistics, there is a sudden increase in the number of bits used by the proposed algorithm. This is because there are multiple level crossings occur due to the sudden change in the parameter of interest at that time, which requires more than two bits to encode. However, we observe that the system quickly adapts itself to using two-bits again. The same behavior is not present for the conventional quantization case since it already encodes true values of the levels at every single time instant. We stress further that we achieve this improvement with relatively little complexity since we have shown that using a simple non-adaptive quantizer is sufficient to realize the improvements.

In the second part of the experiments, we aim to observe the performance of the proposed algorithm over high dimensional data. Therefore, we have changed the former setup so that the unknown vector parameter \( \mathbf{w}_0 \) with \( M = 100 \) components is randomly chosen from a Normal distribution and normalized to have a unit energy. We use the same distributed network with connections given in Fig. 3c. Quantization levels for the algorithms again chosen so that no further significant improvement can be made by increasing the number of levels. We observed that 53 quantization levels for the LC algorithm and 31 quantization levels for the conventional algorithm were sufficient. We again use a step size of \( \mu = 0.05 \) and the results are averaged over 10 independent trials. We have decreased the number of independent trials to be averaged since processing high dimensional data takes significantly more time.

We present the MSD performance of the proposed algorithm in comparison with the sequential variant of the algorithm in [23] with the parameters \( M = 100 \), \( L = 1 \) in Fig. 6. We observe that in the high dimensional data case, the convergence rate of the proposed algorithm is the same as the compared algorithms. They also have the same steady-state MSD values. These results indicate that the adaptation performances of the scalar diffusion algorithm and the conventionally quantized diffusion algorithm decrease for the high dimensional case since the nodes are allowed to share only one dimension per round, which prevents them from quickly sending their entire intermediary estimates to their neighboring nodes. Therefore, we observe that for such systems, the proposed algorithm performs similar to the scalar diffusion and the conventionally quantized algorithms.

In Fig. 7, we illustrate the communication load for each algorithm. We observe an improvement on the communication requirements in a similar vein to the previous experiments. Ultimately, the proposed algorithm incurs \( 10^2 \) times less communication load compared to the baseline, where the number of transmitted bits is significantly reduced. The magnitude of this reduction is of a smaller scale compared to the non-high dimensional case, on the other hand, mainly due to the extra bits required to encode the higher dimensions for multiple level crossings in the LC quantization.

In the third part of the experiments, in order to observe the possible effects of number of quantization levels, we simulate the algorithms within an identical experimental setup – except that the number of quantization levels are no longer optimized as in the previous cases. To this end, we have arbitrarily chosen 25 quantization levels for the LC algorithm and again 25 levels for the conventional algorithm. We use the same distributed network connections given in Fig. 3c. We have used a step size of \( \mu = 0.05 \) and the results are averaged over 100 independent trials.
We present the MSD performances of the algorithms in Fig. 8. We observe that when sub-optimal quantization levels are used, the compared algorithms exhibit superior performance compared to the proposed algorithm both in terms of the convergence rate and the steady-state MSD. We also note that the quantized algorithms could not reach the steady-state performance of the scalar diffusion due to the deliberate poor selection of the number of quantization levels.

These results are observed due to a failure on the system's part to satisfy the assumed quantization error model. The statistical model that we used for the quantization error $\phi_i$ assumes that it has zero mean such that $E[\phi_i^2] = 0$ [24]. However, when such a low number of quantization levels are selected, this model ceases to be applicable and the quantized algorithms are no longer guaranteed to converge to the steady-state MSD values of the scalar diffusion algorithm.

In Fig. 9, we present the communication load of the algorithms over the network for the case of a sub-optimal level selection. We again observe a similar behavior where the proposed algorithm diffuses more than $10^3$ times less bits through network compared to the baseline. We note that the difference in the number of bits exchanged between the two algorithms is larger compared with the previous results. This can be explained by the fact that we use fewer quantization levels for the LC algorithm, which makes the occurrence of multiple level crossings a rarer phenomenon. Thus, it becomes less likely for each node to send more than two bits of information for a given iteration. Ultimately, this particular experiment illustrates the existence of a trade-off between the estimation performance and the communication load imposed on the network.

---

**Fig. 6.** The global MSD curves of the proposed algorithm, displayed with the label 'LC', in comparison with the conventional quantization and the scalar diffusion algorithms over high dimensional data ($N = 10$, $M = 100$). Magnified figure provides the transient performance of the algorithms. Source statistics change at time $t = 10^3$.

**Fig. 7.** Time evolution of the number of bits transmitted by the algorithms across network over high dimensional data ($N = 10$, $M = 100$). Sudden increase in the 'LC' curve corresponds to the time at which the source statistics are changed.

**Fig. 8.** The global MSD curves of the proposed algorithm, displayed with the label 'LC', in comparison with the conventional quantization and the scalar diffusion algorithms with sub-optimal quantization levels ($N = 10$, $M = 10$). Source statistics change at time $t = 10^3$.

**Fig. 9.** Time evolution of the number of bits transmitted by the algorithms across network with sub-optimal quantization levels ($N = 10$, $M = 10$). Sudden increase in the 'LC' curve corresponds to the time at which the source statistics are changed.
In the last part of the experiments, in order to demonstrate the theoretical consistency of the proposed algorithm, we simulated the MSD performance of an $M = 7, N = 2$ network and compared it with the expected theoretical results. We have used 53 quantization levels for the simulations. Due to the analytical intractability brought about by the terms $E[\alpha_{t+1}\phi_{t+1}]$ and $E[\alpha_{t+1}\alpha_{t+1}^T]$ within our framework, we have decided to illustrate the transient behavior predicted by the theoretical analysis by replacing these terms by their empirically obtained counterparts. In addition, we have reduced both the data dimension and the number of nodes in the network due to the memory requirements imposed by the theoretical calculations. Throughout, we use a step size of $\mu = 0.05$ and all the results are averaged over 10 independent trials. In Fig. 10, we present the MSD performance of the proposed algorithm alongside the response predicted by our theoretical analysis. We observe that the simulation results exhibit a consistent behavior with respect to the derived theoretical results. The slight differences in the initial convergence behavior can be explained by the stochastic nature of our estimates for the $E[\alpha_{t+1}\phi_{t+1}]$ and $E[\alpha_{t+1}\alpha_{t+1}^T]$ terms.

8. Conclusion

We introduced an event-triggered distributed estimation algorithm with level-crossing quantization for distributed applications, where an unknown parameter is cooperatively learned by a group of nodes in an adaptive network. We proposed a diffusion-LMS algorithm where at each time instant, a node initiates communication with its neighbors only if the parameter to be communicated goes through a level crossing, which is signified by a single bit that indicates the direction of the level crossing. Consequently, the proposed algorithm required data transfers between the nodes that are much more sparse across time, as compared to a continuous stream of information at each instant. This translated into a much diminished load on available communication resources, which is of crucial importance in applications such as big data, where these resources are constrained, set against the sheer volume of the data. By theoretical analysis and simulations, we showed that the proposed algorithm is convergent in the mean sense, and we demonstrated that it provides up to a $10^3$ fold reduction in the communication load imposed on the network.
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