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Abstract—We investigate online nonlinear regression and introduce novel regression structures based on the long short term memory (LSTM) networks. For the introduced structures, we also provide highly efficient and effective online training methods. To train these novel LSTM-based structures, we put the underlying architecture in a state space form and introduce highly efficient and effective particle filtering (PF)-based updates. We also provide stochastic gradient descent and extended Kalman filter-based updates. Our PF-based training method guarantees convergence to the optimal parameter estimation in the mean square error sense provided that we have a sufficient number of particles and satisfy certain technical conditions. More importantly, we achieve this performance with a computational complexity in the order of the first-order gradient-based methods by controlling the number of particles. Since our approach is generic, we also introduce a gated recurrent unit (GRU)-based approach by directly replacing the LSTM architecture with the GRU architecture, where we demonstrate the superiority of our LSTM-based approach in the sequential prediction task via different real life data sets. In addition, the experimental results illustrate significant performance improvements achieved by the introduced algorithms with respect to the conventional methods over several different benchmark real life data sets.
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I. INTRODUCTION

A. Preliminaries

The problem of estimating an unknown desired signal is one of the main subjects of interest in contemporary online learning literature, where we sequentially receive a data sequence related to a desired signal to predict the signal’s next value [1]. This problem is known as online regression and it is extensively studied in the neural network [2], machine learning [1], and signal processing literatures [3], especially for prediction tasks [4]. In these studies, nonlinear approaches are generally employed because for certain applications, linear modeling is inadequate due to the constraints on linearity [3]. Here, in particular, we study the nonlinear regression in an online setting, where we sequentially observe a data sequence and its label to find a nonlinear relation between them to predict the future labels.

There exists a wide range of nonlinear modeling approaches in the machine learning and signal processing literatures for regression [1], [3]. However, most of these approaches usually suffer from high computational complexity and they may provide inadequate performance due to stability and overfitting issues [3]. Neural network-based regression algorithms are also introduced for nonlinear modeling since neural networks are capable of modeling highly nonlinear and complex structures [2], [4], [5]. However, they are also shown to be prone to overfitting problems and demonstrate less than adequate performance in certain applications [6], [7]. To remedy these issues and further enhance their performance, neural networks composed of multiple layers, i.e., known as deep neural networks (DNNs), are recently introduced [8]. In DNNs, a layered structure is employed so that each layer performs a feature extraction based on the previous layers [8]. With this mechanism, DNNs are able to model highly nonlinear and complex structures [9]. However, this layered structure poorly performs in capturing time dependencies in the data so that DNNs can provide only limited performance in modeling time series and processing temporal data [10]. As a remedy, basic recurrent neural networks (RNNs) are introduced since these networks have inherent memory that can store the past information [5]. However, basic RNNs lack control structures so that the long-term components cause either an exponential growth or decay in the norm of gradients during training, which are the well-known exploding and vanishing gradient problems, respectively [6], [11]. Hence, they are insufficient to capture long-term dependencies on the data, which significantly restricts their performance in real life tasks [12]. In order to resolve this issue, a novel RNN architecture with several control structures, i.e., long short term memory (LSTM) network [12], [13], is introduced. However, in the classical LSTM structures, we do not have the direct contribution of the regression vector to the output, i.e., the desired signal is regressed only using the state vector [4]. Hence, in this paper, we introduce LSTM-based online regression architectures, where we also incorporate the direct contribution of the regression vectors inspired from the well-known ARMA models [14].

After the neural network structure is fixed, there exists a wide range of different methods to train the corresponding parameters in an online manner. Especially the first-order gradient-based approaches are widely used due to their efficiency in training because of the well-known backpropagation
Learning (RTRL) algorithm is highly efficient in calculating gradients [5], [16]. As an example, the real-time recurrent performance compared with the second-order gradient-based recursion [4], [15]. However, since the RTRL algorithm exploits only the first-order gradient information, it performs poorly on ill-conditioned problems [17]. On the other side, although the second-order gradient-based techniques provide much better performance, they are highly complex compared with the first-order methods [5], [16], [18]. As an example, the well-known extended Kalman filter (EKF) method also uses the second-order information to boost its performance, which requires to update the error covariance matrix of the parameter estimate and brings an additional complexity accordingly [19]. Furthermore, the second-order gradient-based methods provide limited training performance due to an abundance of saddle points in neural network-based applications [20]. To alleviate the training issues, we introduce particle filtering (PF) [21]-based online updates for the LSTM architecture. In particular, we first put the LSTM architecture in a nonlinear state space form and formulate the parameter learning problem in this setup. Based on this form, we introduce a PF-based estimation algorithm to effectively learn the parameters. Here, our training method guarantees convergence to the optimal parameter estimation performance in an online manner provided that we have sufficiently many particles and satisfy certain technical conditions. Furthermore, by controlling the amount of particles in our experiments, we demonstrate that we can significantly reduce the computational complexity while providing a superior performance compared with the conventional second-order methods. Here, our training approach is generic such that we also put the recently introduced gated recurrent unit (GRU) architecture [22] in a nonlinear state space form and then apply our algorithms to learn its parameters. Through extensive set of simulations, we illustrate significant performance improvements achieved by our algorithms compared with the conventional methods [18], [23].

B. Prior Art and Comparisons

Neural network-based learning methods are powerful in modeling highly nonlinear structures such that a single hidden layer neural network can adequately model any nonlinear structure [24]. In addition, these methods, especially complex RNNs-based methods, are capable of effectively processing temporal data and modeling time series [4], [12]. Complex RNNs, e.g., LSTM networks, provide this performance thanks to their memory to keep the past information and several control gates to regulate the information flow inside the network [12], [13]. However, for complex RNNs, adequate performance requires high computational complexity, i.e., training of a large number of parameters at every time instance [4]. Thus, to mitigate complexity, the LSTM network-based methods in [16] and [5] choose a low-complexity first-order gradient-based technique, i.e., stochastic gradient descent (SGD) [23], to train their parameters. Even though there exist certain applications of LSTM trained with the second-order techniques, e.g., EKF in [18] and a Hessian free technique in [25], they suffer from complexity issues and also poor performance due to an abundance of saddle points [20]. On the contrary, for basic RNNs, we have less parameters to train; however, these neural networks do not have control structures [12], [13]. Hence, the exploding and vanishing gradient problems occur due to long-term components [6], [11]. These problems prevent the basic RNNs from learning correlation between distant events [6]. To ameliorate performance, the basic RNN-based learning methods in [5] and [16] choose a high-complexity second-order gradient-based techniques to train their parameters. Hence, either low-complexity neural networks or low-complexity training methods are chosen to avoid unmanageable computational complexity increase. However, basic RNNs suffer from inadequately capturing long- and short-term dependencies compared with complex networks [12], [13]. On the other hand, the first-order gradient-based methods suffer from slower convergence and poorer performance compared with the second-order gradient-based techniques [5]. To circumvent these issues, in this paper, we derive online updates based on the PF algorithm [21] to train the LSTM architecture. Thus, we not only provide the second-order training without any ad hoc linearization but also accomplish this with a computational complexity in the order of the first-order methods (by carefully controlling the number of particles in modeling).

We emphasize that the conventional neural networks-based learning methods [5], [16], [18], [23] suffer from the well-known complexity–performance tradeoff. Due to this tradeoff, they usually are not chosen to address the nonlinear regression problem. There are certain neural network-based methods [5], [16] that particularly investigate the nonlinear regression; however, they only employ the basic RNN architecture for this purpose. In addition, in their regression approach, they provide the final estimate by setting the output of the basic RNN architecture as a scalar value so that the final estimate becomes linear combination of only the internal states. Instead, in this paper, we employ the LSTM architecture for the nonlinear regression and also introduce additional terms to incorporate the direct contribution of the regression vector to our final estimate. Therefore, we significantly improve the regression performance as illustrated in our simulations.

C. Contributions

Our main contributions are as follows.

1) As the first time in the literature, we introduce online learning algorithms based on the LSTM architecture for data regression, where we efficiently train the LSTM architecture in an online manner using our PF-based approach.

2) We propose novel LSTM-based regression structures to compute the final estimate, where we introduce an additional gate to the classical LSTM architecture to incorporate the direct contribution of the input regressor inspired from the ARMA models.

3) We put the LSTM equations in a nonlinear state space form and then derive online updates based on the state-of-the-art state estimation techniques [21], [26] for each
parameter. Here, our PF-based method achieves a substantial performance improvement in online parameter training with respect to the conventional second- and first-order methods [18], [23].

4) We achieve this substantial improvement with a computational complexity in the order of the first-order gradient-based methods [18], [23] by controlling the number of particles in our method. In our simulations, we also illustrate that by controlling the number of particles, we can achieve the same complexity with the first-order gradient-based methods while providing a far superior performance compared with the both first- and second-order methods.

5) Through extensive set of simulations involving real life and financial data, we illustrate performance improvements achieved by our algorithms with respect to the conventional methods [18], [23]. Furthermore, since our approach is generic, we also introduce GRU-based algorithms by directly applying our approach to the GRU architecture, i.e., also a complex RNN, in Section IV.

D. Organization of This Paper

The organization of this paper is as follows. We introduce the online regression problem and then describe our LSTM-based model in Section II. We then introduce different architectures to compute the final estimate for data regression in Section III-A. In Section III-B, we review the conventional training methods and extend these methods to the introduced architectures. We then introduce our PF-based training algorithm in Section III-C. In Section IV, we illustrate the merits of the proposed algorithms and training methods via extensive set of experiments involving real life and financial data, and we also introduce a GRU-based approach for online learning tasks. We then finalize our paper with concluding remarks in Section V.

II. MODEL AND PROBLEM DESCRIPTION

All vectors are column vectors and denoted by boldface lower case letters. Matrices are represented by boldface capital letters. For a vector $u$ (or a matrix $U$), $u^T$ or $(U^T)$ is the ordinary transpose. The time index is given as subscript, e.g., $u_t$ is the vector at time $t$. The $I$ is a vector of all ones, $0$ is a vector or matrix of all zeros, $I$ is the identity matrix, where the size is understood from the context. Given a vector $u$, $\text{diag}(u)$ is the diagonal matrix constructed from the entries of $u$.

We sequentially receive $\{d_t\}_{t\geq1}$, $d_t \in \mathbb{R}$, and regression vectors, $\{x_t\}_{t\geq1}$, $x_t \in \mathbb{R}^p$ such that our goal is to estimate $\hat{d}_t$ based on our current and past observations $\{\ldots, x_{t-1}, x_t\}$. Given our estimate $\hat{d}_t$, which can only be a function of $\{\ldots, x_{t-1}, x_t\}$ and $\{\ldots, d_{t-2}, d_{t-1}\}$, we suffer the loss $l(d_t, \hat{d}_t)$. This framework models a wide range of machine learning problems including financial analysis [27], tracking [28], and state estimation [19]. As an example, in one step ahead data prediction under the square error loss, where we sequentially receive data and predict the next sample, we receive $x_t = [x_t, x_{t-1}, \ldots, x_{t-p+1}]^T$ and then generate $\hat{d}_t$; after $d_t = x_{t+1}$ is observed, we suffer $l(d_t, \hat{d}_t) = (d_t - \hat{d}_t)^2$.

In this paper, to generate the sequential estimates $\hat{d}_t$, we use RNNs. The basic RNN structure is described by the following set of equations [16]:

$$h_t = \kappa(W^{(h)}x_t + R^{(h)}h_{t-1})$$
$$y_t = u(R^{(o)}h_t)$$

where $h_t \in \mathbb{R}^m$ is the state vector, $x_t \in \mathbb{R}^p$ is the input, and $y_t \in \mathbb{R}^m$ is the output. The functions $\kappa(\cdot)$ and $u(\cdot)$ apply to vectors pointwise and commonly set to tanh$(\cdot)$. For the coefficient matrices, we have $W^{(h)} \in \mathbb{R}^{m \times p}$, $R^{(h)} \in \mathbb{R}^{m \times m}$, and $R^{(o)} \in \mathbb{R}^{m \times m}$.

As a special case of RNNs, we use the LSTM neural network [12] with only one hidden layer. Although there exists a wide range of different implementations of the LSTM network, we use the most widely used extension, where the nonlinearities are set to the hyperbolic tangent function and the peephole connections are eliminated. This LSTM architecture is defined by the following set of equations [12]:

$$z_t = h(W^{(c)}x_t + R^{(c)}y_{t-1} + b^{(c)})$$
$$i_t = \sigma(W^{(i)}x_t + R^{(i)}y_{t-1} + b^{(i)})$$
$$f_t = \sigma(W^{(f)}x_t + R^{(f)}y_{t-1} + b^{(f)})$$
$$c_t = \Lambda^{(i)}z_t + \Lambda^{(f)}c_{t-1}$$
$$o_t = \sigma(W^{(o)}x_t + R^{(o)}y_{t-1} + b^{(o)})$$
$$y_t = \Lambda^{(o)}h(c_t)$$

where $\Lambda^{(f)} = \text{diag}(f_t)$, $\Lambda^{(i)} = \text{diag}(i_t)$, and $\Lambda^{(o)} = \text{diag}(o_t)$. Furthermore, $c_t \in \mathbb{R}^m$ is the state vector, $x_t \in \mathbb{R}^p$ is the input vector, and $y_t \in \mathbb{R}^m$ is the output vector. Here, $i_t$, $f_t$, and $o_t$ are the input, forget, and output gates, respectively. The functions $g(\cdot)$ and $h(\cdot)$ apply to vectors pointwise and commonly set to tanh$(\cdot)$. Similarly, the sigmoid function $\sigma(\cdot)$ applies pointwise to the vector elements. For the coefficient matrices and the weight vectors, we have $W^{(c)} \in \mathbb{R}^{m \times p}$, $R^{(c)} \in \mathbb{R}^{m \times m}$, $b^{(c)} \in \mathbb{R}^m$, $W^{(i)} \in \mathbb{R}^{m \times p}$, $R^{(i)} \in \mathbb{R}^{m \times m}$, $b^{(i)} \in \mathbb{R}^m$, $W^{(f)} \in \mathbb{R}^{m \times p}$, $R^{(f)} \in \mathbb{R}^{m \times m}$, $b^{(f)} \in \mathbb{R}^m$, $W^{(o)} \in \mathbb{R}^{m \times p}$, $R^{(o)} \in \mathbb{R}^{m \times m}$, and $b^{(o)} \in \mathbb{R}^m$. Given the output $y_t$, we generate the final estimate as

$$\hat{d}_t = w_t^Ty_t$$

where the final regression coefficients $w_t$ will be trained in an online manner in the following. Our goal is to design the system parameters so that $\sum_{t=1}^n l(d_t, \hat{d}_t)$ or $\mathbb{E}[l(d_t, \hat{d}_t)]$ is minimized.

Remark 1: The basic LSTM network can be extended by including last $s$ outputs in the recursion, e.g., $\{y_{t-s}, \ldots, y_{t-1}\}$; however, this case corresponds to an extended output definition, i.e., an extended super output vector consisting of all $\{y_{t-s}, \ldots, y_{t-1}\}$. We use only $y_{t-1}$ for notational simplicity.

In the following section, we first introduce novel LSTM network-based regression architectures inspired from the ARMA models. Then, we review and extend the conventional methods [18], [23] to learn the parameters of LSTM in an online manner. Finally, we provide our novel PF-based training method.
III. Novel Learning Algorithms Based on LSTM Neural Networks

In this section, we first introduce our novel contributions for data regression. For these contributions, we also derive online updates based on the SGD, EKF, and PF algorithms.

A. Different Regression Architectures

We first consider the direct linear combination of the output \( y_t \) with the weight vector \( \mathbf{w}_t \). In this case, given (8), we generate the final estimate as

\[
\hat{d}_t^{(1)} = \mathbf{w}_t^T y_t = \mathbf{w}_t^T \mathbf{A}_t^{(o)} h(c_t)
\]

where \( \mathbf{w}_t \in \mathbb{R}^m \). In (10), the final estimate of the system does not directly depend on \( x_t \). However, in generic non-linear regression tasks, the final estimate usually depends on the current regression vector also [29]. For this purpose, we introduce a linear term to incorporate the effects of the regression architectures in (10) and introduce the third regression architecture as follows:

\[
\hat{d}_t^{(3)} = \mathbf{w}_t^T h(c_t) + \mathbf{v}_t^T h(x_t).
\]

Note that \( \hat{d}_t^{(2)} \) is our most general architecture to compute the final estimate since the updates for \( \hat{d}_t^{(1)} \) are a special case when \( \mathbf{A}_t^{(o)} = \mathbf{0} \) and the updates for \( \hat{d}_t^{(3)} \) are a special case when \( \mathbf{A}_t^{(o)} = \mathbf{I} \) and \( \mathbf{A}_t^{(o)} = \mathbf{I} \). In the following sections, we provide the full derivations for \( \hat{d}_t^{(1)} \) for notational and presentation simplicity, and also provide the required updates to extend these basic derivations to \( \hat{d}_t^{(2)} \) and \( \hat{d}_t^{(3)} \).

B. Conventional Online Training Algorithms

In this section, we introduce methods to learn the corresponding parameters of the introduced architectures in an online manner. We first derive the online updates based on the SGD algorithm [17], i.e., also known as the RTRL algorithm [23] in the neural network literature, where we derive the recursive gradient formulations to obtain the online updates for the LSTM architecture.

The SGD algorithm exploits only the first-order gradient information so that it usually converges slower compared with the second-order gradient-based techniques and performs poorly on ill-conditioned problems [17]. To mitigate these problems, we next consider the second-order gradient-based techniques, which have faster convergence rate and are more robust against ill-conditioned problems [5]. We first put the LSTM equations in a nonlinear state space form so that we can consider the EKF algorithm [19] to train the parameters in an online manner. However, the EKF algorithm requires the first-order Taylor series expansion to linearize the nonlinear network equations and this degrades its performance [5], [19]. In addition, Table I shows that the EKF algorithm has high computational complexity compared with the SGD algorithm.

In the following sections, we derive both the SGD- and EKF-based training methods and extend these derivations to the regression architectures in (10)–(12).

1) Online Learning With the SGD Algorithm: For each parameter set, we next derive the stochastic gradient updates, i.e., also known as the RTRL algorithm [23], to minimize the instantaneous loss, i.e., \( l(d_t, \hat{d}_t) = (d_t - \hat{d}_t)^2 \), and extend these

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Computational Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGD</td>
<td>( O\left(m^4 + m^3p^2\right) )</td>
</tr>
<tr>
<td>EKF</td>
<td>( O\left(m^8 + m^3p^2\right) )</td>
</tr>
<tr>
<td>PF</td>
<td>( O\left(Nm^2 + npm\right) )</td>
</tr>
</tbody>
</table>
calculations to the introduced architectures. For the weight vector, we use

\[ w_{t+1} = w_t - \mu t \nabla w_t l(d_t, \hat{\hat{d}}_t) \]

\[ = w_t + 2\mu t (d_t - \hat{\hat{d}}_t) A^{(o)} h(c_t) \]

(13)

where for the learning rate \( \mu t \), we have \( \mu t \to 0 \) as \( t \to \infty \) and \( \sum_{t=1}^T \mu k \to \infty \) as \( t \to \infty \), e.g., \( \mu t = 1/t \). For the parameter \( W^{(c)} \), we have the following update:

\[ W^{(c)} = W^{(c)} - \mu t \nabla W^{(c)} l(d_t, \hat{d}_t). \]

For notational simplicity, we derive the updates for each entry of \( W^{(c)} \) separately. We denote the entry in the \( i \)th row and \( j \)th column of \( W^{(c)} \) by \( w^{(c)}_{ij} \). We have the following update for each entry of \( W^{(c)} \):

\[ w^{(c)}_{ij} = w^{(c)}_{ij} + 2\mu t (d_t - \hat{\hat{d}}_t) w_{ij}^{T} \nabla_{w^{(c)}_{ij}} \partial w^{(c)}_{ij} \partial w^{(1)}_{ij}. \]

(14)

We write the partial derivative in (14) as

\[ \nabla (A^{(o)} h(c_t)) = A^{(o)} h(c_t) + A^{(o)} A^{(h'(c))} \partial c_t \nabla_{w^{(c)}_{ij}} \partial w^{(c)}_{ij}, \]

(15)

where \( h'(\cdot) \) denotes the differential of \( h(\cdot) \) with respect to its argument, \( A^{(h'(c))} = \text{diag}(h'(c_t)) \), and

\[ A^{(o)} = \text{diag} \left( \frac{\partial o_t}{\partial w^{(c)}_{ij}} \right). \]

Now, we compute the partial derivatives of \( o_t \) and \( c_t \) with respect to \( w^{(c)}_{ij} \). Taking derivative of (7) gives

\[ \frac{\partial o_t}{\partial w^{(c)}_{ij}} = \nabla (A^{(o)} h(c_t)) \left[ A^{(o)} A^{(h'(c))} \partial c_t \nabla_{w^{(c)}_{ij}} \partial w^{(c)}_{ij} + R^{(o)} A^{(h'(c))} \right] (16) \]

where

\[ \delta^{(o)}_t = W^{(o)} x_t + R^{(o)} A^{(h'(c))} b^{(o)} \]

(17)

and

\[ \psi^{(c)}_{ij,t-1} = \partial c_t \nabla_{w^{(c)}_{ij}} \partial w^{(c)}_{ij}. \]

(18)

To get (15), we also compute the partial derivative of \( c_t \) with respect to \( w^{(c)}_{ij} \). Using (18), we write the following recursive equation:

\[ \psi^{(c)}_{ij,t} = A^{(o)} \nabla (A^{(o)} h(c_t)) + A^{(o)} A^{(h'(c))} \partial c_t \nabla_{w^{(c)}_{ij}} \partial w^{(c)}_{ij} + A^{(f)} \psi^{(c)}_{ij,t-1}. \]

(19)

To obtain (19), we compute the partial derivatives of (3)–(5) with respect to \( w^{(c)}_{ij} \) as follows:

\[ \frac{\partial w^{(c)}_{ij}}{\partial w^{(c)}_{ij}} = A^{(o)} A^{(h'(c))} \psi^{(c)}_{ij,t-1} \]

\[ + R^{(o)} A^{(h'(c))} h(c_t-1) \]

(20)

\[ \frac{\partial w^{(c)}_{ij}}{\partial w^{(c)}_{ij}} = A^{(o)} A^{(h'(c))} \psi^{(c)}_{ij,t-1} \]

\[ + R^{(f)} A^{(h'(c))} \psi^{(c)}_{ij,t-1} + R^{(o)} A^{(h'(c))} h(c_t-1) \]

(21)

\[ \frac{\partial w^{(c)}_{ij}}{\partial w^{(c)}_{ij}} = A^{(o)} A^{(h'(c))} \psi^{(c)}_{ij,t-1} \]

\[ + \delta_{ij} x_t + R^{(c)} A^{(h'(c))} \psi^{(c)}_{ij,t-1} \]

\[ + R^{(c)} A^{(h'(c))} h(c_t-1) \]

(22)

where \( \delta_{ij} \) is an \( m \times p \) matrix with all entries zeros, except a 1 in the \( i \)th position. With these equations, we can compute (19) and then obtain (15) using (19) and (16). By this, we have all the required equations for the SGD update in (14).

Remark 2: Here, we derive the updates just for the entries of \( W^{(c)} \). When we take the partial derivative of \( \hat{\hat{d}}_t \) with respect to the entries of the other parameters, (14), (15), (18), and (19) still hold with a change of the derivative variable. For (16) and (20)–(22), we also have a change in the form and location of the \( \delta_{ij} x_t \) term. In particular, as in (22), when we take the derivative of \( W^{(c)} \), \( R^{(c)} \), and \( b^{(c)} \) with respect to their entries, respectively, additional \( \delta_{ij} x_t \), \( \delta_{ij} y_{t-1} \), and \( \delta_{ij} \) terms appear in the derivative equation of the corresponding structure, i.e., one of (16) and (20)–(22). Here, the size of \( \delta_{ij} \) changes accordingly.

Remark 3: In case of \( \hat{d}_t^{(2)} \), instead of (14), we have the following update:

\[ u^{(c)}_{ij} = u^{(c)}_{ij} + 2\mu t (d_t - \hat{\hat{d}}_t) \]

\[ w^{T} \nabla (A^{(o)} h(c_t)) \]

\[ + v^{T} A^{(o)} h(x_t) \]

(23)
have an additional update for \( v_t \) as follows:

\[
v_{t+1} = v_t + 2\mu_t(d_t - \hat{d}_t)A_t^{(a)}h(x_t). \tag{24}
\]

Then, we follow the derivations in (13), (15), (16), and (19)–(22). For \( d_t^{(3)} \), we just set \( A_t^{(\alpha)} = I \) and \( A_t^{(\lambda)} = I \) and then all the derivations in (13), (15), (16), (19), and (20)–(24) follow as in \( d_t^{(2)} \).

According to the update equations in (15), (16), and (19), update of an entry of a parameter has a computational complexity \( O(m^2 + mp) \) due to the matrix vector multiplications in (17). Since we have \( mp, m^2, \) and \( m \) entries for \( W^{(i)}, R^{(i)}, \) and \( b^{(i)} \), respectively, this results in \( O(m^4 + m^2p^2) \) computational complexity to update the entries of all parameters as given in Table I.

2) Online Learning With the EKF Algorithm: We next provide the updates based on the EKF algorithm in order to train the parameters of the system described in (3)–(8) and (10).

In the literature, there are certain EKF-based methods to train LSTM (see [18], [30]); however, these methods estimate only the parameters, i.e., \( \theta_t \). However, in our case, we also estimate the state and the output vector of LSTM, i.e., \( c_t \) and \( y_t \), respectively. In the following, we derive the updates for our approach and extend these to the introduced architectures.

The EKF algorithm assumes that the posterior density function of the states given the observations is Gaussian [19]. This assumption can be satisfied by introducing perturbations to the system equations via Gaussian noise [31]. Hence, we first write the LSTM system in a nonlinear state space form and then introduce Gaussian noise terms to be able to use the EKF updates. For convenience, we group the parameters \( \{w, W^{(c)}, R^{(c)}, b^{(c)}, W^{(i)}, R^{(i)}, b^{(i)}, W^{(f)}, R^{(f)}, b^{(f)}, W^{(o)}, R^{(o)}, b^{(o)}\} \) together into a vector \( \theta \), \( \theta \in \mathbb{R}^{n_{\theta}} \), where \( n_{\theta} = 4m(m+p) + 5m \). By this, we write the LSTM system as

\[
y_t = \tau(c_t, x_t, y_{t-1}) + \epsilon_t \tag{25}
\]

\[
c_t = \Omega(c_{t-1}, x_t, y_{t-1}) + v_t \tag{26}
\]

\[
\theta_t = \theta_{t-1} + \epsilon_t \tag{27}
\]

\[
d_t = W^T_t y_t + \epsilon_t \tag{28}
\]

where \( \tau() \) and \( \Omega() \) are the nonlinear functions in (8) and (6), respectively, and \( \epsilon_t, \epsilon_i, v_t, \) and \( \epsilon_t \) are zero-mean Gaussian random variables. In addition, [\( \epsilon_t^T, v_t^T, \epsilon_t^T \)] \( T \), and \( \epsilon_t \) are with variances \( \sigma_t \) and \( R_t \), respectively. Here, we assume that \( \sigma_t \), \( R_t \), are known or can be estimated from the data as detailed later in this paper. We write (25)–(27) in a compact form as

\[
\begin{bmatrix}
  y_t \\
  c_t \\
  \theta_t
\end{bmatrix} = \begin{bmatrix}
  \tau(c_t, x_t, y_{t-1}) \\
  \Omega(c_{t-1}, x_t, y_{t-1}) \\
  \theta_{t-1}
\end{bmatrix} + 
\begin{bmatrix}
  \epsilon_t \\
  v_t \\
  \epsilon_t
\end{bmatrix} \tag{29}
\]

\[
d_t = W^T_t y_t + \epsilon_t. \tag{30}
\]

In the system described in (29) and (30), we are able to observe only \( d_t \) and we can estimate \( y_t, c_t, \) and \( \theta_t \) based on the observed \( d_t \) values. Thus, we directly apply the EKF algorithm [19] to estimate \( y_t, c_t, \) and \( \theta_t \) as follows:

\[
\begin{bmatrix}
  y_t \\
  c_t \\
  \theta_t
\end{bmatrix} = \begin{bmatrix}
  y_{t-1} \\
  c_{t-1} \\
  \theta_{t-1}
\end{bmatrix} + L_t(d_t - w_{t-1}^T y_{t-1}) \tag{31}
\]

\[
y_{t-1} = \tau(c_{t-1}, x_t, y_{t-1}) \tag{32}
\]

\[
c_{t-1} = \Omega(c_{t-1}, x_t, y_{t-1}) \tag{33}
\]

\[
\theta_{t-1} = \theta_{t-1} \tag{34}
\]

\[
L_t = \Sigma_{t-1}^{-1}H_t^T \Sigma_{t-1}^{-1}H_t + R_t \tag{35}
\]

\[
\Sigma_{t+1} = \Sigma_{t-1} - L_t H_t^T \Sigma_{t-1}^{-1} \tag{36}
\]

\[
\Sigma_{t+1} = F_t^2 - F_t \Sigma_{t-1} F_t^T + Q_t \tag{37}
\]

where \( \Sigma \in \mathbb{R}^{(2m+n_o) \times (2m+n_o)} \) is the error covariance matrix, \( L_t \in \mathbb{R}^{(2m+n_o) \times (2m+n_o)} \) is the Kalman gain, \( Q_t \in \mathbb{R}^{(2m+n_o) \times (2m+n_o)} \) is the process noise covariance, and \( R_t \in \mathbb{R} \) is the measurement noise variance. We compute \( H_t \) and \( F_t \) as follows:

\[
H_t^T = \begin{bmatrix}
  \partial \hat{d}_t \\
  \partial y \\
  \partial c \\
  \partial \theta
\end{bmatrix} \tag{38}
\]

\[
F_t = \begin{bmatrix}
  \partial \tau(c, x_t, y) \\
  \partial \Omega(c, x_t, y) \\
  \hat{c} \\
  \hat{\theta}
\end{bmatrix} \tag{39}
\]

where \( F_t \in \mathbb{R}^{(2m+n_o) \times (2m+n_o)} \) and \( H_t \in \mathbb{R}^{(2m+n_o)} \). For (35) and (37), we use \( Q_t \) and \( R_t \); however, these may not be known in advance. To estimate \( R_t \), we can use exponential smoothing as follows:

\[
R_t = (1 - \alpha)R_{t-1} + \alpha \lambda_t^2 \tag{40}
\]

where \( 0 < \alpha < 1 \) is the smoothing constant and

\[
\lambda_t = (d_t - w_{t-1}^T y_{t-1}). \tag{41}
\]

For the estimation of \( Q_t \), we cannot use the exponential smoothing technique due to our inability to observe the states at each time instance. Although there exists a wide variety of techniques to estimate \( Q_t \), we use the algorithm in [32], which provides a highly effective estimate of \( Q_t \).

Remark 4: For the EKF derivations of \( d_t^{(2)} \), we change the observation model in (30), the update in (31), the Jacobian computation in (38), and the definition in (39) according to the definition of the architecture in (11). In addition, we also extend the parameter vector \( \theta_t \) by adding \( v_t, W^{(\alpha)}, R^{(\alpha)}, \) and \( b^{(\alpha)} \). Hence, we have \( \theta_t \in \mathbb{R}^{n_{\theta}}, \) where \( n_{\theta} = (4m + p) (m + p) + m + 2p \). For the EKF derivations of \( d_t^{(3)} \), we change the observation model in (30), the update in (31), the Jacobian computation in (38), and the definition in (39) according to (12). Moreover, we modify \( \theta_t \) by removing \( W^{(\alpha)}, R^{(\alpha)}, b^{(\alpha)}, W^{(\alpha)}, R^{(\alpha)}, \) and \( b^{(\alpha)} \) from its definition for \( d_t^{(2)} \). Hence, we obtain \( \theta_t \in \mathbb{R}^{n_{\theta}}, \) where \( n_{\theta} = 3m(m + p) + 4m + p \).

According to the update equations in (31)–(33) and (35)–(37), the computational complexity of the updates based on the EKF algorithm results in \( O(m^8 + m^4p^4) \) due to the matrix multiplications in (35)–(37).
C. Online Training Based on the PF Algorithm

Since the conventional training methods [18], [23] provide restricted performance as explained in the previous section, we introduce a novel PF-based method that provides superior performance compared with the second-order training methods. Furthermore, we achieve this performance with a computational complexity in the order of the first-order methods depending on the choice of \( N \) as shown in Table I. In the following, we derive the updates for our PF-based training method and extend these calculations to the introduced architectures.

The PF algorithm [21] requires no assumptions other than the independence of noise samples in (29) and (30). Hence, we modify the system in (29) and (30) as follows:

\[
\begin{align*}
a_t &= \varphi(a_{t-1}, x_t) + \eta_t \quad \text{(40)} \\
d_t &= w_t^T y_t + \xi_t \quad \text{(41)}
\end{align*}
\]

where \( \eta_t \) and \( \xi_t \) are independent noise samples, \( \varphi(\cdot, \cdot) \) is the nonlinear mapping in (29), and

\[
a_t = \begin{bmatrix} y_t \\ \xi_t \end{bmatrix}.
\]

For (40) and (41), we seek to obtain \( E[a_t]\{d_{1:t}\} \), i.e., the optimal state estimate in the mean square error (MSE) sense. For this purpose, we first find the posterior probability density function \( p(a_t|d_{1:t}) \). We then calculate the conditional mean of the state vector based on the posterior density function. To obtain the density function, we employ the PF algorithm [21] as follows.

Let \( \{a'_t, \omega_t\}_{i=1}^N \) denote the samples and the associated weights of the desired distribution, i.e., \( p(a_t|d_{1:t}) \). Then, we obtain the desired distribution from its samples as follows:

\[
p(a_t|d_{1:t}) \approx \sum_{i=1}^N \omega_i \delta(a_t - a'_i) \quad \text{(42)}
\]

where \( \delta(\cdot) \) represents the Dirac delta function. Since obtaining the samples from the desired distribution is intractable in most cases [21], an intermediate function is introduced to obtain the samples \( \{a'_t\}_{i=1}^N \), which is called as importance function [21]. Hence, we first obtain the samples from the importance function and then estimate the desired density function based on these samples as follows. As an example, in order to calculate \( E[p(a_t|d_{1:t})] \), we use the following trick:

\[
E[p(a_t|d_{1:t})] = \mathcal{E}_f \left[ a_t \left| p(a_t|d_{1:t}) \right| \frac{q(a_t|d_{1:t})}{p(a_t|d_{1:t})} d_{1:t} \right] \quad \text{(43)}
\]

where \( \mathcal{E}_f \) represents an expectation operation with respect to a certain density function \( f(\cdot) \). Hence, we observe that we can use \( q(\cdot) \), i.e., called as importance function, when direct sampling from the desired distribution \( p(\cdot) \) is intractable. Here, we use \( q(a_t|d_{1:t}) \) as our importance function to obtain the samples and the corresponding weights are calculated as follows:

\[
\omega_i \propto \frac{p(a_t|d_{1:t})}{q(a'_t|d_{1:t})} \quad \text{(44)}
\]

where the weights are normalized such that

\[
\sum_{i=1}^N \omega_i = 1.
\]

To simplify the weight calculation, we can factorize (43) to obtain a recursive formulation for the update of the weights as follows [26]:

\[
\omega_i \propto \frac{p(d_{1:t} | a'_i) p(a'_i | a_{t-1}^i)}{q(a'_i | a_{t-1}^i, d_t)} \omega_{i-1} \quad \text{(45)}
\]

In (44), we aim to choose the importance function such that the variance of the weights is minimized. Thus, we can guarantee that all the particles have nonnegligible weights and contribute considerably to (42) [33]. In this sense, the optimal choice of the importance function is \( p(a'_i | a_{t-1}^i, d_t) \); however, this requires an integration that does not have an analytic form in most cases [34]. Thus, we choose \( p(a'_i | a_{t-1}^i) \) as the importance function, which provides a small variance for the weights but not zero as the optimal importance function does [21], [34]. This simplifies (44) as follows:

\[
\omega_i \propto p(d_{1:t} | a'_i) \omega_{i-1}.
\]

We can now get the desired distribution to compute the conditional mean of the augmented state vector \( a_t \), using (42) and (45). By this, we obtain the conditional mean for \( a_t \) as follows:

\[
E[a_t|d_{1:t}] = \int a_t p(a_t|d_{1:t})da_t \approx \int a_t \sum_{i=1}^N \omega_i \delta(a_t - a'_i) da_t = \sum_{i=1}^N \omega_i a'_i. \quad \text{(46)}
\]

While applying the PF algorithm, the variance of the weights inevitably increases over time so that after a few time steps, all but one of the weights get values that are very close to zero [33]. Due to this reason, although particles with very small weights have almost no contribution to our estimate in (46), we have to update them using (40) and (45). Hence, most of our computational effort is used for the particles with negligible weights, which is known as the degeneracy problem [21]. To measure degeneracy, we use the effective sample size introduced in [35], which is calculated as follows:

\[
N_{\text{eff}} = \frac{1}{\sum_{i=1}^N (\omega_i)^2}. \quad \text{(47)}
\]

Note that a small \( N_{\text{eff}} \) value indicates that the variance of the weights is high, i.e., the degeneracy problem. If \( N_{\text{eff}} \) is smaller than a certain threshold [33], then we apply the resampling algorithm introduced in [26], which eliminates the particles with negligible weights and focuses on the particles with large weights to avoid degeneracy. By this, we obtain an online training method (see Algorithm 1 for the pseudocode) that converges to \( E[a_t|d_{1:t}] \), where the convergence is guaranteed under certain conditions as follows.

Remark 5: For the PF derivations of \( \Delta^{(2)} \), we change the observation model in (41) according to the definition in (11). We also modify \( a_t \) by adding \( v_t \), \( W(\alpha) \), \( R(\alpha) \), and \( b(\alpha) \) to \( \theta_t \).
For the PF derivations of \( \hat{q}^{(3)} \), we modify (41) according to the definition in (12). Furthermore, we modify \( \theta_i \) by removing \( W^{(a)} \), \( R^{(o)} \), \( b^{(a)} \), \( W^{(o)} \), \( R^{(o)} \), and \( b^{(o)} \) from its definition for \( d_t^{(2)} \).

Theorem 1: Let \( a_t \) be the state vector such that
\[
\sup_{a_t} |a_t|^4 p(d_t|a_t) < K_t
\]
where \( K_t \) is a finite constant independent of \( N \). Then we have the following convergence result:
\[
\sum_{i=1}^{N} \omega_i^t a_i^t \rightarrow E[a_i|d_{1:t}] \text{ as } N \rightarrow \infty.
\]

Proof of Theorem 1. From [36], we have
\[
E \left[ \left| E[\pi(a_t)|d_{1:t}] - \sum_{i=1}^{N} \omega_i^t \pi(a_i^t) \right|^4 \right] \leq C_t \left\| \pi \right\|_{1:4}^4 N^2
\]
where
\[
\left\| \pi \right\|_{1:4} = \max \{ 1, (E[|\pi(a_t)|^4]|d_{1:t})^{t'}, t' = 1, 2, \ldots, t \}
\]
\( \pi \in B_t^4 \), i.e., a class of functions with certain properties described in [36], and \( C_t \) represents a finite constant independent of \( N \). With (48), \( \pi(a_t) = a_t \) satisfies the conditions of \( B_t^4 \). Therefore, applying \( \pi(a_t) = a_t \) to (49) and then evaluating (49) as \( N \) goes to infinity conclude our proof. □

This theorem provides a convergence result under (48). The inequality in (48) implies that the conditional distribution of the observations, i.e., \( p(d_t|a_t) \), decays faster than \( a_t \) increases [36]. Since generic distributions usually decrease exponentially, e.g., Gaussian distribution, or they are nonzero only for bounded intervals, (48) is not a strict assumption for \( a_t \). Hence, we can conclude that Theorem 1 can be employed for most cases.

According to update equations in (40), (41), (45), and (46), each particle costs \( O(m^2 + mp) \) due to the matrix vector multiplications in (40) and (41), and this results in \( O(N(m^2 + mp)) \) computational complexity to update all particles.

IV. SIMULATIONS

In this section, we illustrate the performances of our algorithms on different benchmark real data sets under various scenarios. We first consider the regression performance for real life data sets such as kinematic [37], elevators [38], bank [39], and pumadyn [38]. We then consider the regression performance for financial data sets, e.g., Alcoa stock price [40] and Hong Kong exchange rate data [41]. We then compare the performances of the algorithms based on two different neural networks, i.e., the LSTM and GRU networks [22]. Finally, we comparatively illustrate the merits of our LSTM-based regression architectures described in (10)–(12).

Throughout this section, “Architecture 1” represents the LSTM network with (10) as the final estimate equation, similarly “Architecture 2” represents the LSTM network with (11), and “Architecture 3” represents the LSTM network with (12).

A. Real Life Data Sets

In this section, we evaluate the performances of the algorithms for the real life data sets. We first evaluate the performances of the algorithms for the kinematic data set [37]. We then examine the effect of the number of particles on the convergence rate of the PF-based algorithm using the same data set. Furthermore, in order to illustrate the effects of model size while keeping the computation time same, we perform another experiment on the same data set for the PF-based algorithm. Finally, we consider three benchmark real data sets, i.e., elevators [38], bank [39], and pumadyn [38], to evaluate the regression performances of our algorithms.

We first consider the kinematic data set [37], i.e., a simulation of eight-link all-revolute robotic arm. Our aim is to predict the distance of the effector from a target. We first select a fixed architecture. For this purpose, we can choose any one of three architectures since the algorithm with the best performance is the same for all three architectures as detailed later in this section. Here, we choose Architecture 1. Furthermore, we choose the parameters such that all the introduced algorithms reach their maximum performance for fair comparison. To provide this fair setup, we have the following parameters. For this data set, the input vector is \( x_t \in \mathbb{R}^8 \) and we set the output dimension of the neural network as \( m = 8 \). For the PF-based algorithm, the crucial parameter is the number of particles; we set this parameter as \( N = 1500 \). In addition, we choose \( \eta_t \) and \( \xi_t \) as zero-mean Gaussian random variables with the covariance \( \text{Cov}[\eta_t] = 0.01I \) and the variance \( \text{Var}[\xi_t] = 0.25 \), respectively. For the EKF-based algorithm, we choose the initial error covariance as \( \Sigma_{0|0} = 0.01I \). Moreover, we choose \( Q_t = 0.01I \) and \( R_t = 0.25 \). For the SGD-based algorithm, we set the learning rate as \( \mu = 0.03 \). As seen in Fig. 2, the PF-based algorithm converges to a much smaller final MSE level, and hence significantly outperforms the other algorithms.

In order to illustrate the effect of the number of particles on the convergence rate, we perform a new experiment on the kinematic data set, where we use the same setup except the
number of particles. In Fig. 3, we observe that as the number of particles increases, the PF-based algorithm achieves a lower MSE value with a faster convergence rate. Furthermore, as $N$ increases, the marginal performance improvement achieved becomes smaller compared with the previous $N$ values. As an example, we observed that even though there is a significant improvement between $N = 50$ and $N = 100$ cases, there is a slight improvement between $N = 500$ and $N = 1500$ cases. Hence, if we further increase $N$, the marginal performance improvement may not worth the increase in the computational complexity for our case. Thus, we illustrate that $N = 1500$ is a reasonable choice for our simulations.

In addition to the simulation for the convergence rate, we perform another experiment on the same data set in order to observe the effects of model size while keeping the computation time the same. To provide this setup, we choose four different output dimensions, i.e., $m$, and the number of particles, i.e., $N$, combinations so that each combination consumes the same amount of the computation time. In Fig. 4, we observed that as the model size increases, the performance of the PF-based algorithm decreases. Since the PF-based algorithm approximates a density function based on the particles, as the number of particles decreases, we expect to obtain worse approximations for the density function. Hence, Fig. 4 matches with our interpretation for the PF-based algorithm.

Other than the kinematic data set, we also consider the elevators [38], bank [39], and pumadyn [38] data sets. For all of these data sets, we again select a fixed architecture, i.e., Architecture 1. In addition, we choose the performance maximizing parameters while forcing the PF-based algorithm to consume less training time than the other algorithms by controlling $N$. With this setup, we have the following parameter selection for each data set. The elevators data set is obtained from the procedure that is related to controlling an F16 aircraft and our aim is to predict the variable that expresses the actions of the aircraft. For this data set, we have $x_t \in \mathbb{R}^{18}$ and we set the output dimension of the neural network as $m = 18$. In addition, we set the learning rate as $\mu = 0.4$ and the number of particles as $N = 100$. For the other parameters, we use the same settings with the kinematic data set case except that we choose $N = 100$, $Q_t = 0.0016I$, $\text{Cov}[\eta_t] = 0.0016I$, and $\mu = 0.7$. Moreover, the pumadyn data set is obtained from the simulation of Unimation Puma 560 robotic arm and our goal is to predict the angular acceleration of the arm. We have $x_t \in \mathbb{R}^{32}$ and we set the output dimension of the neural network as $m = 32$. In addition, we set the learning rate as $\mu = 0.4$ and the number of particles as $N = 170$. For the other parameters, we use the same settings with the elevators data set case. Finally, the bank data set is generated from a simulator that simulates the queues in banks and our aim is to predict the fraction of the customers that leave the bank due to full queues. In this case, we have $x_t \in \mathbb{R}^{32}$ and we set the output dimension of the neural network as $m = 32$. Moreover, we set the learning rate as $\mu = 0.07$ and the number of particles as $N = 150$. For the other parameters, we use the same settings with the elevators data set case. As shown in Table II, the PF-based algorithm achieves a smaller time accumulated error.
value while consuming less training time compared with its competitors; therefore, it has superior performance compared with the other algorithms in these real life tasks.

B. Financial Data Sets

In this section, we evaluate the performances of the algorithms under two different financial scenarios. We first consider the Alcoa stock price data set [40], which contains the daily stock price values. Our goal is to predict the future prices by examining the past prices. As in the previous section, we first choose a fixed architecture. Since for all architectures, we obtain the best performance from the same algorithm as detailed later in this section, we can choose any architecture. Hence, we again choose Architecture 1. Moreover, we set the parameters such that all the introduced algorithms converge to the same steady-state error level. To provide this fair setup, we choose the parameters as follows. For the Alcoa stock price data set, we choose to examine the price of the previous five days, so that we have the input $x_t \in \mathbb{R}^5$ and we set the output dimension of the neural network as $m = 5$. For the PF-based algorithm, we set the number of particles as $N = 2000$. In addition, we choose $\eta_i$ and $\zeta_i$ as zero mean Gaussian random variables with $\text{Cov}[\eta_i] = 0.0036$ and $\text{Var}[\zeta_i] = 0.01$. For the EKF-based algorithm, we choose $\Sigma_{00} = 0.0036\mathbf{I}$, $Q_t = 0.0036\mathbf{I}$, and $R_t = 0.01$. For the SGD-based algorithm, we set the learning rate as $\mu = 0.1$. With these fair settings, Fig. 5 illustrates that the PF-based algorithm converges much faster.

Aside from the Alcoa stock price data set, we also consider the Hong Kong exchange rate data set [41], for which we have the amount of Hong Kong dollars that one is able to buy for US$1 on a daily basis. Our aim is to predict the future exchange rates by exploiting the data of the previous five days. We again choose Architecture 1 and then we select the parameter such that the convergence rates of the algorithms are the same. We use the same parameters with the Alcoa stock price data set case except $Q_t = 0.0004\mathbf{I}$ and $\text{Cov}[\eta_i] = 0.0004\mathbf{I}$. In this case, Fig. 6 shows that the PF-based algorithm converges to a much smaller steady-state error value.

C. LSTM and GRU Networks

In this section, we consider the regression performances of the algorithms based on two different RNNs, i.e., the LSTM and GRU networks. In the previous sections, we use the LSTM architecture. Since our approach is generic, we also apply our approach to the recently introduced GRU architecture, which is described by the following set of equations [22]:

$$\tilde{z}_t = \sigma(W^{(z)} x_t + R^{(z)} y_{t-1})$$  \hspace{1cm} (50)

$$r_t = \sigma(W^{(r)} x_t + R^{(r)} y_{t-1})$$  \hspace{1cm} (51)

$$\tilde{y}_t = g(W^{(h)} x_t + r_t \odot (R^{(h)} y_{t-1}))$$  \hspace{1cm} (52)

$$y_t = \tilde{y}_t \odot \tilde{z}_t + y_{t-1} \odot (1 - \tilde{z}_t)$$  \hspace{1cm} (53)

where $x_t \in \mathbb{R}^p$ is the input vector and $y_t \in \mathbb{R}^m$ is the output vector. The functions $g(.)$ and $\sigma(.)$ are set to the hyperbolic tangent and sigmoid functions, respectively. For the coefficient matrices, we have $W^{(z)} \in \mathbb{R}^{m \times p}$, $R^{(z)} \in \mathbb{R}^{m \times m}$, $W^{(r)} \in \mathbb{R}^{m \times p}$, $R^{(r)} \in \mathbb{R}^{m \times m}$, $W^{(h)} \in \mathbb{R}^{m \times p}$, and $R^{(h)} \in \mathbb{R}^{m \times m}$. Here, $\tilde{z}_t$ and $r_t$ are the update and reset gates, respectively. To obtain GRU-based algorithms, we directly replace the LSTM equations with the GRU equations and then apply our regression and training approaches. However, the GRU network lacks the output gate, which controls the amount of the incoming memory content. Furthermore, these networks differ in the location of the forget gates or the corresponding reset gates.

---

**Table II**

Time Accumulated Errors and the Corresponding Training Times (in Seconds) of the LSTM-Based Algorithms for the Elevators, Pumady, and Bank Data Sets. Note That Here We Use a Computer With i5-6400 Processor, 2.7-GHz CPU, and 16-GB RAM

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Data Sets</th>
<th>PF</th>
<th>EKF</th>
<th>SGD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Elevators</td>
<td>Time</td>
<td>Time</td>
<td>Time</td>
</tr>
<tr>
<td>LSTM</td>
<td>5.26 x 10^{-4}</td>
<td>5.5</td>
<td>6.64 x 10^{-4}</td>
<td>6.12 x 10^{-4}</td>
</tr>
<tr>
<td>GRU</td>
<td>0.0010</td>
<td>2.84</td>
<td>0.103</td>
<td>10.97</td>
</tr>
<tr>
<td>Bank</td>
<td>0.014</td>
<td>2.86</td>
<td>0.018</td>
<td>5.50</td>
</tr>
</tbody>
</table>

---

**Fig. 5.** Future price prediction performances of the algorithms for the Alcoa stock price data set.

**Fig. 6.** Exchange rate prediction performances of the algorithms for the Hong Kong exchange rate data set.
Hence, they have significant differences. To compare them, we use the Hong Kong exchange rate data set as in the previous section. For a fair comparison, we again select a fixed architecture. Here, since we compare the performances of the networks rather than the algorithms, we arbitrarily choose one of the architectures. We select Architecture 1. Moreover, we choose the same parameters with the previous subsection so that convergence rates of the algorithms are the same. With this fair setup, Fig. 7(a)–(c) shows that the LSTM network-based approach achieves a smaller steady-state error; therefore, it is superior to the GRU architecture-based approach in the sequential prediction task in our experiments.

**D. Different Regression Architectures**

In this section, we compare the performances of different LSTM-based regression architectures. For this purpose, we use the Hong Kong exchange rate data set as in the previous section. For a fair comparison, we select the parameters such that the convergence rates of the algorithms are the same. We choose the same parameter with the previous subsection except $\Sigma_{0} = 0.01I$. Under this fair setup, Table III shows that for the PF- and EKF-based algorithms, Architecture 2 achieves a smaller time accumulated error thanks to the contribution of the regression vector with the control gate $\alpha_t$. Due to the lack of the control and output gates, although Architecture 3 also has the direct contribution of the regression vector, it has a greater error value compared with its competitors. For the SGD-based algorithm, the direct contribution of the regression vector does not provide improvement on the error performance. Hence, Architecture 1 achieves a smaller time accumulated error. However, overall Architecture 2 trained with the PF-based algorithm achieves the smallest time accumulated error among our alternatives; hence, it significantly outperforms its competitors in these simulations.

**V. Conclusion**

We studied the nonlinear regression problem in an online setting and introduced novel LSTM-based online algorithms for data regression. We then introduced low-complexity and effective online training methods for these algorithms. We achieved these by first proposing novel regression algorithms to compute the final estimate, where we introduced an additional gate to the classical LSTM architecture. We then put the LSTM system in a state space form, and then based on this form, we derived online updates based on the SGD, EKF, and PF algorithms [17], [19], [26] to train the LSTM architecture. By this way, we obtain an effective online training method, which guarantees convergence to the optimal parameter estimation provided that we have a sufficient number of particles and satisfy certain technical conditions. We achieve this performance with a computational complexity in the order of the first-order gradient-based methods [5], [16] by controlling the number of particles. In Section IV, thanks to the generic structure of our approach, we also introduced a GRU architecture-based approach by directly replacing the LSTM equations with the GRU architecture and observed that our LSTM-based approach is superior to the GRU-based approach in the sequential prediction tasks studied in this paper. Furthermore, we demonstrate significant performance improvements achieved by the introduced algorithms with respect to the conventional methods [18], [23] over several different data sets (used in this paper).
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