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ABSTRACT 
In many multimedia applications, manipulation of video 

signals is preferably performed in the transform domain. 
Most of such operations are derived from their counterparts 
in the pixel domain. However, the rounding operation can 
not be obtained this way because it is a nonlinear operation. 
Without a proper treatment, it may become a major source 
of errors for multimedia systems, causing a mismatch be-
tween the encoder and the decoder. This problem seems to 
have been largely ignored. In this paper, we propose a prac-
tical solution to this problem by a thorough examination of 
the mathematical property of the rounding error in the con-
text of transform-domain video transcoding and demonstrate 
its performance. 

1. INTRODUCTION 

As the technologies of digital signal processing and 
VLSI advance, multimedia services have become a focus of 
interest. Usually, video signals are compressed before they 
are stored or transmitted over networks. In many applica-
tions, such as transcoding, manipulation of video signals 
directly on the compressed bit streams is more desirable 
than the approach where the compressed videos are fully 
decoded and then manipulated, because of the computa-
tional cost issue [1]. 

Video coding standards normally apply discrete cosine 
transform (DCT) to the video signal to achieve energy com-
paction.  Video signals in the pixel domain are converted to 
the transform domain.  For image operations such as motion 
compensation and down sampling, their counterparts in the 
transform domain can be easily derived [2] by making use of 
the orthogonality of DCT and the linearity of these opera-
tions [2]. 

The rounding operation is commonly performed in mul-
timedia systems. Take half-pel motion compensation as an 
example.  The generation of new pixels at half-pel locations 
requires a rounding operation for better approximation of the 
pixel values.  However, rounding is a nonlinear operation; so 
its corresponding transform-domain operation does not exist. 
To solve the problem, Shanableh and Ghanbari proposed an 
approach that adds a constant value of 4 to the DC compo-
nent of an 8x8 DCT transform [3], while most other trans-
form-domain video transcoding schemes (for example, [1], 
[4]) choose to skip the rounding operation completely.  All 
such approaches suffer from video quality degradation due 

to the accumulation of drift errors. Without a proper treat-
ment of this problem, the output video quality of transform-
domain transcoding will not be comparable to that of the 
pixel-domain transcoding. 

In this paper, we present an approximate solution to this 
important problem by a thorough examination of the 
mathematical property of the rounding error.  The approach 
we develop is able to minimize the drift error measured be-
tween the pixel-domain transcoding and the transform-
domain tanscoding.  

This paper is organized as follows. In Section 2, we de-
scribe the problem of rounding in the transform domain and 
review previous approaches to this problem. The basic idea 
of the approximate solution is described in Section 3. The 
details of the proposed algorithm to deal with the rounding 
problem are given in Section 4. Then, the simulation results 
are described in Section 5, followed by a conclusion in Sec-
tion 6. 

2. PROBLEM DESCRIPTION 

For an image block in the pixel domain, the rounding 
operation (addition of a constant value 0.5, followed by a 
truncation) can be easily performed by checking if the frac-
tional part of each pixel value is greater than or equal to 0.5. 
This is equivalent to adding a block of 0.5 to the image block 
and truncating the resulting image block.  When the block 
size is 8, adding a block of 0.5 in the pixel domain is equiva-
lent to adding 4 to the DC coefficient of the image block in 
the DCT (or transform) domain [3].  To complete the round-
ing operation in the transform domain, another operation 
equivalent to the truncation operation in the pixel domain has 
to be performed. However, the truncation is a nonlinear op-
eration.  Its equivalent operation in the transform domain is 
undefined.  As a result, merely adding 4 to the DC coefficient 
without applying a mathematically equivalent operation of 
truncation would inevitably introduce errors to the results.   

3. THE BASIC IDEA 

Fig. 1 shows the flow of a typical averaging operation. 
Suppose Input 1 to Input n and Output are all positive inte-
gers. Our idea behind the proposed algorithm is based on the 
observation that the possible fractional value after division is 
a finite set, and that the size of the set is determined by the 
divisor. For example, if the divisor is 4, then the fractional 
value after division is a member of the set 



{0, 0.25, 0.5, 0.75}, and the value difference before and af-
ter rounding is a member of the set {0, -0.25, 0.5, 0.25}. 
Suppose that it is equally likely for the value before division 
to be odd or even number, then the value difference before 
and after rounding can be modelled by a discrete uniform 
distribution. Based on the model, we describe an approach 
to approximating the rounding operation in the next section. 

4. PROPOSED ALGORITHM 

Considering the case described in section 3, the possible 
value difference before and after rounding is 0, -0.25, 0.5, or 
0.25 with equal probability. Let R be the random variable 
representing the value difference before and after rounding, 
then R is uniformly distributed with the probability mass 
function 

R
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where ( )δ ⋅  is an impulse function. Now we want to find a 
value s, such that the expectation of (R-s)2, which is denoted 
by E[(R-s)2], is minimum. By simple calculation, it can be 
found that s is equal to the expectation of R (i.e. E[R]). 
Therefore, the value difference before and after rounding can 
be approximated by E[R]. Then, the rounded value is ob-
tained by adding E[R] to the original value. 

Consider a general block-wise data in Fig. 2. Block X is 
composed of the fractional values before rounding, block Y 
is the result of rounding block X, and block D is the differ-
ence between X and Y. The block sizes of X, Y, and D are 
denoted by n. Note that, as we assumed, the elements of 
block D are all uniformly distributed. To minimize the ex-
pected mean square error, take the expectation of each ele-
ment as the estimate. In the transform domain, the estimates 
are written as 

1,1 1,n

n,1 n,n

E[d ] E[d ]

T ,
E[d ] E[d ]

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

             (2) 

where T( )⋅  denotes the DCT transform. Then, the transform-
domain rounding operation can be approximated by adding  
to the original block. 

Using this approximation in the transform domain, the 
squared error is minimized. Moreover, if the divisor is known 
in advance, assuming a uniform distribution, the expectation 
of each element can be pre-computed, and this makes the 
proposed approach easy to implement. 

5. SIMULATION RESULTS 

In this section, we report the result of an experiment in 
which we compare the performance of the proposed ap-
proach to two existing approaches. One of these two ap-
proaches, called Without Truncation, adds a block of 0.5 to 
original block but does not apply the truncation operation. 
The other approach, Without Rounding, skips the rounding 
process completely. 

Fig. 3 shows our first experiment, where “a” is equal to 
0.5, and “b” is equal to 0.125. Three different operations ap-
ply to a 4x4 block X. Y is obtained by rounding X, and 
serves as the benchmark representing the pixel domain result. 
Yt and Yp are obtained by using Without Truncation approach 
and the proposed approach, respectively.  

In the simulations, X is randomly generated, where each 
element in X is uniformly distributed in the set {0, 0.25, 0.5, 
0.75}. Yt and Yp are compared with Y, and the performance 
of each approach is measured in terms of mean-square error 
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Fig. 3. The block diagram of the first experiment. 
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Fig. 2. The probability model of the value difference 
before and after rounding. 

 
Fig. 1. Illustration of a typical averaging operation. 
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(MSE) in the pixel domain and the transform domain. We 
make 10000 runs and calculate the average MSE.  

Table 1 shows the average MSE of each approach.  It 
can be seen that the error of the proposed method is less than 
that of other approaches that is expected since adding a block 
of 0.125 to the original block minimizes the error when the 
probability assumption is held. In addition, the value differ-
ence between each element in Yp and Yt is 0.375, which is 
more than the difference of each element between Yp and X. 
Therefore, the approach of Without Truncation induces more 
error than the approach of Without Rounding.  

In the second experiment, we apply the proposed 
method to the transform-domain motion compensation in an 
MPEG-2 decoder. The transform-domain motion compensa-
tion with half-pixel accuracy is performed by averaging ei-
ther two or four motion compensated blocks. When both 
components of the motion vector have half-pixel accuracy, 
the divisor is 4. According to the proposed algorithm, the 
rounding operation is approximated by adding 1 to the DC 
coefficient of the image block in the transform domain. 
When only one component of the motion vector, horizontal 
or vertical component, has half-pixel accuracy, the divisor is 
2. Then the rounding operation is approximated by adding 2 
to the DC coefficient of the image block in the transform 
domain.  

In the simulations, two 100-frame CIF size (352x288) 
test sequences, “Foreman” and “Tempete,” are coded with 
GOP (Group of Pictures) structure (100, 1) (i.e., IPPP…). 
The bitrate of the MPEG-2 bitstream is 4Mbits/s. 

Fig. 4 and 5 are the PSNR plots of the decoded video, 
which show the impact on the quality when using different 
approaches. We observe that the drift error is the least for the 
proposed approach. Several frames of decoded Foreman 
sequences are shown in Fig. 6 to 8 for subjective comparison. 
As we can see, the motion compensation process without 
performing rounding operation accumulates errors, which in 
turn cause the picture to turn green, as shown in Fig. 6 (b), 7 
(b), and 8 (b). When the DC value is added by an inappropri-
ate value, the picture turns red, as Fig. 6 (c), 7 (c), and 8 (c). 

6. CONCLUSTION 

In this paper, we have investigated the drift between 
pixel-domain transcoding and transform-domain transcoding 
due to rounding and proposed a mathematical model for the 
fractional value before rounding. Based on the model, we 
develop an approach, adding the appropriate values to the 
transform coefficients, to approximate the rounding operation. 
The proposed approach minimizes the expected mean square 
error and is easy to implement. We have also demonstrated 
the performance of the approach when applied to an MPEG-
2 decoder and compared it with competing approaches.  The 
superior performance shows that the proposed method is a 
practical solution.  
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Table 1. The comparison of average mean square errors. 
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Fig. 8. The 100th frame of the Foreman sequence. The decoded 
images obtained from (a) the pixel domain approach, (b) the 
transform domain approach without rounding, (c) the trans-
form domain approach without truncation, and (d) the trans-
form domain approach with proposed algorithm. 

 
                       (a)                                            (b) 

 
                       (c)                                            (d) 

Fig. 7. The 50th frame of the Foreman sequence. The decoded 
images obtained from (a) the pixel domain approach, (b) the 
transform domain approach without rounding, (c) the trans-
form domain approach without truncation, and (d) the trans-
form domain approach with proposed algorithm.

 
                       (a)                                            (b) 

 
                       (c)                                            (d) 

Fig. 6. The 10th frame of the Foreman sequence. The decoded 
images obtained from (a) the pixel domain approach, (b) the 
transform domain approach without rounding, (c) the trans-
form domain approach without truncation, and (d) the trans-
form domain approach with proposed algorithm. 
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