Abstract—In this letter, optimal ranging in a single-input multiple-output (SIMO) system is studied. The theoretical limits on the accuracy of time-of-arrival (TOA) (equivalently, estimation) are calculated in terms of the Cramer-Rao lower bound (CRLB). Unlike the conventional phased array antenna structure, a more generic fading model is employed, which allows for the analysis of spatial diversity gains from the viewpoint of a ranging system. In addition to the optimal solution, a two-step suboptimal range estimator is proposed, and its performance is compared with the CRLBs.

I. INTRODUCTION

Use of multiple-input multiple-output (MIMO) architectures is becoming a common approach for high speed wireless systems. By means of multiple antennas and multiple processing units for different antennas, quality of communications between wireless devices can be increased via diversity and multiplexing techniques. Although the advantages of such MIMO structures have been studied extensively for communications systems [1], they have not been investigated in detail from the viewpoint of positioning systems. Commonly, multiple antenna elements are closely spaced together to form phased array structures in radar and positioning applications [2]. Recently, the advantages of the MIMO approach for radar systems were studied in [3]. Since then, MIMO systems have been considered for radar applications for better detection and characterization of target objects.

The aim of this paper is to quantify the advantages of MIMO structures for positioning applications, and to emphasize the concept of diversity for range (TOA) estimation. Specifically, a SIMO system is considered as a first step, and the benefits of diversity for ranging is quantified by means of CRLBs. In addition, a practical range estimator with low computational complexity is proposed, and its performance is investigated via theoretical and numerical calculations. It is shown that the proposed estimator approximately achieves the CRLB at high signal-to-noise ratios (SNRs).

II. SIGNAL MODEL AND CRLBS

Consider a SIMO system with \( N \) receive antenna elements, and assume that the maximum distance between the antenna pairs divided by the speed of light is considerably smaller than the symbol duration. Then, the baseband received signal at the 4th antenna can be expressed as

\[
   r_i(t) = \alpha_i s(t - \tau) + n_i(t), \quad t \in [0, T],
\]

for \( i = 1, \ldots, N \), where \( s(t) \) is the baseband representation of the transmitted signal, \( \alpha_i \) is the channel coefficient of the received signal at the \( i \)-th antenna, \( \tau \) is the TOA, and \( n_i(t) \) is a complex-valued white Gaussian noise process with zero mean and spectral density \( \sigma_i^2 \). It is assumed that noise processes at different receiver branches are independent, and that there is sufficient separation (comparable to the signal wavelength) between all antenna pairs so that different channel coefficients can be observed at different antennas. This is unlike a phased array structure in which \( \alpha_i = \alpha \forall i \).

The ranging problem in a SIMO system involves the estimation of the TOA \( \tau \) from the received signals at \( N \) receive antennas. In addition, the channel coefficients \( \alpha = [\alpha_1 \cdots \alpha_N] \) are also unknown, and need to be considered in the estimation problem in general. If the complex channel coefficients are represented as \( \alpha_i = a_i e^{j \phi_i} \) for \( i = 1, \ldots, N \), the vector of unknown signal parameters can be expressed as \( \lambda = [\tau \alpha \phi] \), where \( \alpha = [a_1 \cdots a_N] \) and \( \phi = [\phi_1 \cdots \phi_N] \).

From (1), the log-likelihood function for \( \lambda \) can be expressed as [4]

\[
   \Lambda(\lambda) = k - \sum_{i=1}^{N} \frac{1}{2 \sigma_i^2} \int_0^T |r_i(t) - \alpha_i s(t - \tau)|^2 dt, \quad (2)
\]

where \( k \) represents a term that is independent of \( \lambda \). Then, the maximum likelihood (ML) estimate for \( \lambda \) can be obtained from (2) as

\[
   \hat{\lambda}_{\text{ML}} = \arg \max_{\lambda} \sum_{i=1}^{N} \frac{1}{2 \sigma_i^2} \int_0^T R \{ \alpha_i^* r_i(t) s^*(t - \tau) \} dt - \frac{E[|\alpha_i|^2]}{2 \sigma_i^2} \quad (3)
\]

where \( E = \int_{-\infty}^{\infty} |s(t)|^2 dt \) is the signal energy.

From (2), the Fisher information matrix (FIM) [4] can be obtained, after some manipulation, as

\[
   \mathbf{I} = \begin{bmatrix}
   \mathbf{I}_{\tau} & \mathbf{I}_{\tau \alpha} & \mathbf{I}_{\tau \phi} \\
   \mathbf{I}_{\alpha \tau} & \mathbf{I}_{\alpha \alpha} & \mathbf{I}_{\alpha \phi} \\
   \mathbf{I}_{\phi \tau} & \mathbf{I}_{\phi \alpha} & \mathbf{I}_{\phi \phi}
   \end{bmatrix},
\]

with

\[
   \mathbf{I}_{\tau} = \sum_{i=1}^{N} \frac{|\alpha_i|^2}{\sigma_i^4}, \quad (5)
\]

\[
   \mathbf{I}_{\alpha \alpha} = \text{diag} \left\{ E/\sigma_1^4, \ldots, E/\sigma_N^4 \right\}, \quad (6)
\]

\[
   \mathbf{I}_{\phi \phi} = \text{diag} \left\{ E|\alpha_1|^2/\sigma_1^4, \ldots, E|\alpha_N|^2/\sigma_N^4 \right\}, \quad (7)
\]

\[
   \mathbf{I}_{\tau \alpha} = - \left[ \hat{E}_R |\alpha_1|^2/\sigma_1^4 \cdots \hat{E}_R |\alpha_N|^2/\sigma_N^4 \right], \quad (8)
\]

\[
   \mathbf{I}_{\tau \phi} = - \left[ \hat{E}_I |\alpha_1|^2/\sigma_1^4 \cdots \hat{E}_I |\alpha_N|^2/\sigma_N^4 \right], \quad (9)
\]

\[
   \mathbf{I}_{\phi \phi} = 0,
\]

where \( \text{diag}\{x_1, \ldots, x_N\} \) represents an \( N \times N \) diagonal matrix with its \( i \)-th diagonal being equal to \( x_i \). \( \hat{E}_R \) is the energy of the first derivative of \( s(t) \); i.e., \( \hat{E}_R = \int_{-\infty}^{\infty} |s'(t)|^2 dt \), and \( \hat{E}_R \) and \( \hat{E}_I \) are given, respectively, by

\[
   \hat{E}_R = \int_{-\infty}^{\infty} \mathcal{R}\{s'(t)s^*(t)\} dt, \quad \hat{E}_I = \int_{-\infty}^{\infty} \mathcal{I}\{s'(t)s^*(t)\} dt.
\]

From the formula for block matrix inversion, the first element of the inverse of \( \mathbf{I} \), \( [\mathbf{I}^{-1}]_{11} \), can be obtained after some
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\footnote{For a complex number \( z \), \( \mathcal{R}\{z\} \) and \( \mathcal{I}\{z\} \) represent its real and imaginary parts, respectively.}
manipulation\(^2\). Then, the CRLB for unbiased delay estimates can be expressed as

\[
\text{Var}\{\hat{\tau}\} \geq \left[ \Gamma^{-1} \right]_{11} = \frac{1}{\gamma \sum_{i=1}^{N} |\alpha_i|^2/\sigma_i^2},
\]

(12)

where \(\gamma = \bar{E} - \bar{E}^2/E\), with

\[
\bar{E} = \int_{-\infty}^{\infty} s(t) s^*(t) \, dt.
\]

(13)

In the case of known channel coefficients, it can be shown from (5) that the CRLB for delay estimation is as in (12) except that \(\gamma\) is replaced by \(\bar{E}\). This simple observation implies that for signals with \(\gamma = \bar{E}\) (i.e., \(\bar{E} = 0\)), the TOA estimation accuracy limit is the same for both known and unknown channel cases. In other words, the same estimation accuracy can be obtained even in the absence of channel state information for certain types of signals. For example, if \(s(t)\) is a real and even function of time, \(\bar{E}\) can be shown to be equal to zero, and \(\gamma\) in (12) can be replaced by \(\bar{E}\).

In order to compare the previous analysis with a conventional phased array structure, consider closely-spaced antenna elements that result in the following signal model:

\[
r_i(t) = a s(t - \tau) + n_i(t), \quad t \in [0, T],
\]

(14)

for \(i = 1, \ldots, N\). The only difference of (14) from (1) is the constant channel coefficient for all the signals received at the antennas. In this case, the vector of unknown parameters reduces to \(\mathbf{\lambda} = [\tau \, \alpha \, \phi]\), where \(\alpha = ae^{j\phi}\). By similar calculations that lead to (4), the FIM for the phased array case can be obtained as

\[
\mathbf{I} = \sum_{i=1}^{N} \frac{1}{\sigma_i^2} \begin{bmatrix}
\bar{E}\alpha^2 & -\bar{E}\Re[\alpha] & -\bar{E}\Im[\alpha]

\bar{E}\Re[\alpha] & \bar{E} & 0

\bar{E}\Im[\alpha] & 0 & \bar{E}\alpha^2
\end{bmatrix}.
\]

(15)

Then, the CRLB can be expressed as

\[
\text{Var}\{\hat{\tau}\} \geq \frac{1}{\gamma |\alpha|^2 \sum_{i=1}^{N} 1/\sigma_i^2}.
\]

(16)

In the case of known channel coefficient \(\alpha\), \(\gamma\) in (16) is replaced by \(\bar{E}\).

Comparison of (12) and (16) reveals that the CRLB is more robust to channel fading for the SIMO system, since the channel dependent term in the denominator of (12) is more robust to channel variations. In the case of a phased array, a significantly fading signal path can result in a quite large CRLB as can be observed from (16). In other words, similar to the diversity gain for communications systems, multiple receive antennas can also provide diversity for ranging systems.

For the case of known channel coefficients and \(\sigma_i = \sigma \, \forall i\), (12) and (16) can be expressed in terms of the effective bandwidth \(\beta\), \(\beta^2 = \frac{1}{\pi} \int_{-\infty}^{\infty} |\mathcal{F}(f)|^2 \, df\), with \(\mathcal{F}(f)\) representing the Fourier transform of \(s(t)\), as

\[
\sqrt{\text{Var}\{\hat{\tau}\}} \geq \frac{c}{2\pi \beta \sqrt{\sum_{i=1}^{N} \text{SNR}_i}},
\]

(17)

\[
\sqrt{\text{Var}\{\hat{\tau}\}} \geq \frac{c}{2\pi \sqrt{N} \beta \sqrt{\text{SNR}}},
\]

(18)

respectively, where \(\hat{\tau}\) is an unbiased range estimate obtained from delay estimation, \(c\) is the speed of light, and the signal-to-noise ratios are defined as \(\text{SNR}_i = |\alpha_i|^2 E/\sigma^2\) for \(i = 1, \ldots, N\).

For \(\mathbf{I} = \begin{bmatrix} \mathbf{A} & \mathbf{B} \\ \mathbf{B}^T & \mathbf{D} \end{bmatrix}, \Gamma^{-1} = (\mathbf{A} - \mathbf{BD}^{-1}\mathbf{B}^T)^{-1}\), where \(\mathbf{A}\) is an \(M\)-by-\(M\) matrix.
On the other hand, the optimal ML solution in (3) requires optimization over an \((N + 1)\)-dimensional space, which is computationally more complex than the proposed algorithm. In fact, as \(N\) increases, the optimal solution becomes quite impractical.

The reduction in the computational complexity of the two-step algorithm results in its suboptimality in general compared to the ML algorithm in (3). However, under certain circumstances, it can be shown that the two-step scheme performs very closely to the optimal solution; i.e., it approximately achieves the CRLB of the original problem.

To this end, first consider the following lemma, which provides an approximate model for the estimates in (19) and (20) under certain conditions.

**Lemma 1:** For the signal model in (1) with \(\hat{E} = 0\) (cf. (13)), the delay estimate in (19) and the channel amplitude estimate in (20) can be modeled, at high SNR, as

\[
\hat{\tau}_i = \tau + \nu_i, \quad (22) \\
|\hat{\alpha}_i| = |\alpha_i| + \eta_i, \quad (23)
\]

for \(i = 1, \ldots, N\), where \(\nu_i\) and \(\eta_i\) are independent zero mean Gaussian random variables with variances \(\sigma^2_i|E|\alpha_i|^2\) and \(\sigma^2_i/E\), respectively. In addition, \(\nu_i\) and \(\nu_j\) \((\eta_i\) and \(\eta_j\)) are independent for \(i \neq j\).

**Proof:** From the signal model in (1), the log-likelihood function can be expressed as

\[
\Lambda(\theta) = k_i - \frac{1}{2\sigma^2_i} \int_0^T |r_i(t) - \alpha_i s(t - \tau)|^2 \, dt, \quad (24)
\]

where \(\theta = [\tau, \alpha_i, \phi_i]\), with \(\alpha_i = a_i e^{j\phi_i}\).

Similar to the proof in [6] for obtaining the statistics of multipath delay estimates, one can approximate the log-likelihood function evaluated at the ML estimate \(\hat{\theta}\), \(\Lambda(\hat{\theta})\), by means of its Taylor series expansion around \(\theta\) as

\[
\Lambda(\hat{\theta}) \approx \Lambda(\theta) + \frac{1}{2} (\theta - \hat{\theta})^T \left[ \frac{\partial \Lambda(\theta)}{\partial \theta} \right]^T (\theta - \hat{\theta}), \quad (25)
\]

for high SNRs, which implies that the ML estimate \(\hat{\theta}\) can be approximated by a multivariate Gaussian random variable with mean \(\theta\) and the covariance matrix given by the inverse of the matrix in the square brackets in (25).

From (24) and (25), the covariance matrix of the ML estimate can be obtained after some manipulation as diag \(\{\sigma^2_i|E|\alpha_i|^2, \sigma^2_i/E, \sigma^2_i/E|\alpha_i|^2\}\), for \(\hat{E} = 0\).

Since the estimates in (19) and (20) are the ML estimates according to the signal model in (1), the result of the lemma follows. Also, since the noise processes are independent at different receiver branches, the noise components for different branches are independent as stated in the lemma. □

Lemma 1 establishes the approximate unbiasedness and efficiency of the two-step estimator, as implied by the following proposition.

**Proposition 1:** For the delay and channel amplitude estimates as modeled in Lemma 1, the TOA estimator in (21) is an unbiased estimator of \(\tau\) with the following variance

\[
\text{Var}\{\hat{\tau}\} = \frac{1}{E} \sum_{i=1}^{N} \frac{|\hat{\alpha}_i|^4}{\sigma^2_i|\alpha_i|^2} \left( \sum_{i=1}^{N} \frac{|\alpha_i|^2}{\sigma^2_i} \right)^{-2}, \quad (26)
\]

where the expectation is over \(|\hat{\alpha}_i|\)'s modeled by (23).

**Proof:** Conditioned on the channel estimates, the expected value of \(\hat{\tau}\) in (21) can be shown to be equal to \(\tau\) under the model in (22), which proves the unbiasedness property. Similarly, the variance can be obtained as in the proposition.

Note that the variance of the two-step estimator in (26) is always larger than the CRLB in (12). However, as \(E/\sigma^2_i\) gets higher, \(|\hat{\alpha}_i|\) gets closer to \(|\alpha_i|\) (Lemma 1), and the variance in (26) becomes approximately equal to the CRLB for \(\hat{E} = 0\).

**IV. RESULTS**

In order to compare CRLBs for generic SIMO systems and phased arrays, and to analyze performance of the proposed two-step algorithm in Section III, a uniform linear array (ULA) structure with \(N = 5\) antennas is considered for a narrowband signal with 1 MHz bandwidth and 3 GHz carrier frequency. The channel is modeled to be Rician fading with a \(K\)-factor of \(K\), and it is assumed that the average noise power is the same at all the receiver branches; i.e., \(\sigma_i^2 = \sigma^2\) for all \(i\).

In Figure 2, the RMSEs of the two-step algorithm (“sub-optimal”) are plotted for \(K = 1\) and \(K = 5\), together with the CRLBs for the case of i.i.d. fading channel coefficients at different receiver branches\(^1\). Also shown in the figure are the CRLBs for the phased array case, in which the antenna elements are closely spaced together so that the channel coefficients are identical at all the antennas.

It is observed from the figure that the accuracy is better for the i.i.d. fading scenarios, especially for the cases without strong line-of-sight components (i.e., for small \(Ks\)). In addition, the two-step algorithm converges to the CRLB at high SNRs as expected, although it does not perform that well at low SNRs.
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\(^1\)The details are omitted due to the space limitation.

\(^2\)The antennas are spaced 10 cm apart in the i.i.d. fading case.